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Introduction
Lastly approved enhanced LTE WLAN radio Aggregation WI [1] include Uplink over WLAN aspects.
It is proposed hereby to discuss the problematics brought by LWA Uplink in view of Dual Connectivity Uplink and LWA Downlink. It proposes a way forward to minimize latency in LWA-U while considering uplink throughput increase.

Discussion
Background: Uplink bearer split in Dual Connectivity
In the course of Release 13, uplink bearer split in Dual Connectivity was introduced with the objective of enhanced uplink throughput. Though the actual enhancement in throughput would depend on the uplink scheduler, some simulations in [2] show 40% increase for the majority of users at best case compared to without bearer split.
To somewhat influence the uplink UE scheduler thus not fully leaving it to UE implementation, the RAN can control the cell (MCG or SCG) for uplink and/or the pending data threshold above which both cells should provide grant resources for the UE.
In addition, due to backhaul delay and given the MCG is the terminating point ahead to GW, a reordering function is implemented in the PDCP receiving entity to allow the MCG to provide in-sequence delivery to GW.

Uplink bearer split in LTE WLAN Connectivity
In LTE WLAN Connectivity, from the UE implementation point of view and also to improve the UL user throughput, there should be no strong coordination between data transfer between RAN and WLAN links in the UE. As long as the UE has data transmit, it can transmit using RAN and WLAN and does not need to wait the ack of a transmission on an access before subsequent transmission on the other access.
Due to contention based access to uplink WLAN radio resources, latency is higher when the WLAN link is used. 
Another aspect is, though the Layer 2 buffer sizes at the UE for LWA Downlink (between 3.5Mo and 42Mo from TS 36.306 UE capability specification) were not an issue, the packet buffering for the hundreds of simultaneous users at the RAN can be a major problem, as also raised by some companies.

2.2.1. Latency in LTE WLAN Connectivity
Latency at the WLAN radio interface is subject to LBT depending on the local regulator and/or CSMA prior to transmission on WLAN. Upper bound limit delay induced by LBT and/or CSMA cannot be determined in advance and subject to load or frame based contention mechanism. However [3] assumes an upper bound limit of 200ms for MAC access time. This seems to be reasonable assumption since this same document shows the majority of users would get access to MAC within this time.
The latency over the backhaul is assumed to be up to 30ms.
Total latency of 230ms before forwarding to Gateway is incurred by an IP packet. Such delay can be problematic for certain real time services like voice. However the network is not expected to configure uplink bearer switch/split but RAN bearer for the problematic services.

There is no buffering time at the RAN in this case.


2.2.2. Network buffering in LTE WLAN Connectivity

In case of WLAN retransmission, additional latency occurs since the RAN needs to wait for an out-of-sequence PDCP packet to perform reordering before delivering to the Gateway. This is the case when the UE UL scheduler uses WLAN link for a PDCP packet (SN) transmission and RAN link for the subsequent packet (SN+1) transmission. In case of WLAN retransmission at WLAN link is needed due to previous (SN) transmission failure, then RAN would need to wait for additional 230ms, which implies a total latency of 430ms before forwarding to Gateway.

The buffering time of an out-of-sequence packet at the RAN is 420ms.

This case is illustrated in Figure below.
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Figure: WLAN transmission failure, RAN transmission and WLAN retransmission

Since the WLAN retransmission implies a network buffering time contributing in doubling the latency time, it is proposed to address this case, for example, by transmitting on RAN the failed WLAN transmission. Then for the depicted case, the buffering time would be reduced by half (190ms instead of 420ms) and the latency would remain similar to the WLAN transmission success case (200ms instead of 230ms).






Conclusion
It is proposed to discuss and agree on the following observations and proposals: 
Proposal 1: RAN2 to discuss and agree to address the latency issue in LWA Uplink by reducing the buffering time in the network
Proposal 2: RAN2 to discuss and agree to transmit PDCP PDU that failed to be transmitted to WLAN, to RAN thereof
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