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[bookmark: _Ref298777854]Introduction
The new radio interface NR is expected to be deployed in a few years and support services for many years to come. For this reason it is important that the radio protocols and architecture are able to support as many different deployment scenarios as possible. This contribution identifies key candidate deployment scenarios that shall be supported. The scenarios differ in terms of
Node type and type of coverage (e.g. Macro/Pico, indoor/outdoor)
Deployment in relation to LTE (e.g. co-sited/non-co-sited, standalone/non-standalone)
Level of inter-node coordination (e.g. stand-alone, CoMP, multi-connectivity) and transport options
In addition to scenarios above the new RAT is expected to support other scenarios such as usage of unlicensed spectrum, network sharing scenarios, D2D, MBMS etc. 
Discussion
In accordance with TR 38.913 [1] the new radio interface and the radio network architecture should support the following requirements:
Support a large number of deployment scenarios e.g. indoor hotspot, dense urban, rural, urban macro, high speed.
Support a wide range of spectrum from 0-100 GHz including shared spectrum.
Support three families of use cases including eMBB (enhanced Mobile Broadband), mMTC (massive Machine Type Communications), URLLC (Ultra-Reliable and Low Latency Communications)
Support co-located deployment with LTE as well as non-collocated deployment, still benefiting from LTE/NR integration (e.g. using Dual Connectivity). Stand-alone deployment of NR without LTE should also be supported
Support various forms of internode multi-connectivity and internode coordination techniques. We assume this could include CoMP, massive MIMO, coordinated scheduling etc.
Support of shared RAN deployments used by multiple operators
In addition to the above requirement it is also assumed that new radio interface and the radio network architecture shall work with different types of transport incl. dedicated optical fiber/wavelength, wireless backhauling, metro Ethernet.
In order to fulfil the scenarios and requirements described above the radio network architecture would need to be defined in a way that it is flexible and future proof. Namely, the logical nodes and interfaces defined as part of the radio network architecture would need to adapt to several different constraints, while still performing in an optimal way.
In order to understand the level of flexibility the radio network architecture shall support, a number of scenarios have been listed below.
Example deployment Scenarios
In this section we map the requirements discussed in the previous section to some example deployment scenarios that need to be supported by NR. The list of deployment scenarios should not be seen as the complete list that NR need to support and different architecture scenarios can also be combined together.

Stand-alone Deployment
In this scenario the NR base station is deployed stand-alone e.g. in a macro deployment or indoor hotspot environment (could be public or enterprise). The NR base station can be connected to “any” transport and the required level of coordination with other based station is low (e.g. handover and load balancing). It is assumed that the NR radio interface (L1 + L2) is terminated in the base station since this type of solution is most suitable when using non-ideal transport.
[image: ]
Co-sited deployment with LTE
In this scenario the NR functionality is co-sited with LTE functionality either as part of the same base station or as multiple base stations at the same site. Co-sited deployment can be applicable in all NR deployment scenarios e.g. Urban Macro. In this scenario it is desirable to fully utilize all spectrum resources assigned to both RATs by means of load balancing, aggregation of a single flow over multiple RATs or by utilizing lower frequencies as coverage layer for users on cell edge. 
[image: ]
Centralized base-band deployments (ideal backhaul)
NR should support centralized baseband deployments using remote radio units connected over high performance optical networks to a centralized base band unit. This will enable advanced CoMP schemes which could be useful in high capacity scenarios, or scenarios with poor “radio cell” isolation.
[image: ]
Sub-layer deployments
NR should support scenarios where the NR radio nodes are deployed as a sub-layer (e.g. Pico) to an existing Macro layer with LTE and/or NR radio coverage. A typical scenario for this could include sub-layer using higher frequency bands which have high capacity but lower coverage and where the Macro layer is used to cover the holes in the sub-layer coverage. Different architectures can be used to support such deployments. In the figure the case of stand-alone sub-layer nodes is shown. Dual-connectivity schemes can be used between the layers, depending on the backhaul quality.
[image: ]
Centralized deployment with non-ideal backhaul
It is technically possible to support further centralization of the higher protocol layers of the NR and LTE radio stacks e.g. RRC and PDCP. The reason for this is that these protocol layers do not necessarily need to operate synchronously to the radio frames and therefore does not have very strict timing requirement on the transport (few milliseconds). 
[image: ]
Shared RAN deployments
Similar to LTE, NR should according to the TR also support shared RAN deployments. In our opinion we should explore solutions making RAN sharing even more flexible and future proof than in LTE for example making it possible for enterprises to act a neutral hosts for multiple operators.
[image: ]

Conclusion
In this paper a number of deployment scenarios to be tackled by the NR have been presented. It needs to be highlighted that the NR radio interface and architecture should be flexible enough to support all the scenarios described as well as being able to cope with aggregation or distribution of protocols and functions depending on the deployment needs and infrastructure (e.g. backhaul) conditions. It is worth highlighting that the scenarios identified so far may not cover all the requirements that the NR will face in the future. This implies that any standardized architecture would need to allow for room to fulfil new requirements. 
In order to reflect support for the scenarios described it is proposed to agree to the following:
It is proposed to include the text in section 5 to the relevant TR.
Text proposal

Beginning of changes
The following example scenarios should be considered for support by the NR radio interface and the NR radio network architecture.


x.1	Stand-alone Deployment
In this scenario the NR base station is deployed stand-alone e.g. in a macro deployment or indoor hotspot environment (could be public or enterprise). The NR base station can be connected to “any” transport and the required level of coordination with other base stations is low (e.g. handover and load balancing). It is assumed that the NR radio interface (L1 + L2) is terminated in the base station since this type of solution is most suitable when using non-ideal transport.
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x.2	Co-sited deployment with LTE
In this scenario the NR functionality is co-sited with LTE functionality either as part of the same base station or as multiple base stations at the same site. Co-sited deployment can be applicable in all NR deployment scenarios e.g. Urban Macro. In this scenario it is desirable to fully utilize all spectrum resources assigned to both RATs by means of load balancing or connectivity via multiple RATs (e.g. utilising lower frequencies as coverage layer for users on cell edge). 
[image: ]
x.3	Centralised base-band deployments (ideal backhaul)
NR should support centralised base-band deployments using remote radio units connected over high performance optical networks to a centralised base band unit. This will enable advanced CoMP schemes and scheduling optimisation, which could be useful in high capacity scenarios, or scenarios with poor “radio cell” isolation.
[image: ]
x.4	Centralized deployment with non-ideal backhaul
It is technically possible to support further centralization of the higher protocol layers of the NR and LTE radio stacks e.g. RRC and PDCP. The reason for this is that these protocol layers do not necessarily need to operate synchronously to the radio frames and therefore do not have very strict timing requirement on the transport (few milliseconds).
[image: ]
x.5	Shared RAN deployments
Similar to LTE, NR should according to the TR also support shared RAN deployments. In our opinion we should explore solutions making RAN sharing even more flexible and future proof than in LTE for example making it possible for enterprises to act as neutral hosts for multiple operators.
[image: ]
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