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[bookmark: _Ref298777854]Introduction
The 5G RAN internal architecture was discussed at the last RAN plenary. The conclusions were captured in the TR 36.913 [1] and in the Study Item description for New RAT (NR). 
This contribution emphasizes the need for supporting a wide range of deployments and transport network characteristics and it discusses design principles for the radio interface that will ensure this flexibility. The contribution also discusses whether the need for deployment flexibility requires to or benefits from specifying RAN internal interfaces.
[bookmark: _Ref447111257]Discussion
Background 
During the early standardization phase of LTE there was a clear requirement from operators that LTE should have a flat all IP architecture. The background for this was that operators were not satisfied with the 3G architecture splitting RAN level functionality between the RNC and NodeB. Issues with the RNC included things such as split of ownership of resources between NodeB and RNC and RLC termination point in the RNC putting strict requirement on flow control between the NodeB and RNC. Furthermore, the 3G architecture required substantial changes during the standardization of HSDPA and EUL where some functionality originally introduced in the RNC was moved to the NodeB. 
The LTE architecture comprises of a single logical RAN node (eNB) which terminates the S1 and X2 interfaces which is the focus of multi-vendor interactions. Nevertheless it has been shown that the LTE architecture does allow for a high level of architecture flexibility where operators have deployed centralized based-band deployments which can benefit from pooling based-band processing and thereby facilitate e.g. CoMP solutions across several transmission points. It is also possible in the implementation for example to further centralize and virtualize higher layers of the radio access protocol stack if that is found to be beneficial.
It is also worth noting that a lot of new features (e.g. MBMS, home eNB/CSG, SON enhancement, IMS VoLTE, PWS, Improved Access Control, Mobility enhancement, CA, DC, MTC enhancement, LIPA/SIPTO, WLAN integration, Relays, Proximity based services, D2D, Positioning, CSFB, SRVCC, MIMO enhancement, UE specific DMRS, CoMP, eICIC, Network sharing, …)  have been added to LTE since Rel-8 without requiring any fundamental changes to the RAN internal architecture as specified in 3GPP. This flat RAN architecture has therefore accelerated the standardization of the above-mentioned functionality. More importantly, it also simplified the implementation and in particular the Inter-Operability-Testing. 
If E-UTRAN would have been split into several RAN internal nodes (as formerly done in UTRAN), the interfaces and the functional split between these nodes would have also been impacted leading to the following problems:
a) Delayed standardization of new radio features since also internal interfaces would need to be standardized. 
b) Delayed and more complex implementation and testing of the new features.
c) A risk that early decisions of the functional split between the internal nodes would have been sub-optimal for later features introduced in LTE which either would have meant that sub-optimal solutions would have had to be adopted or major redesign would have been needed.
d) Different vendor’s implementation could have made it difficult to agree on the preferred split, potentially leading to sub-optimal solutions being adopted in the standard. Such suboptimal solutions could have resulted in lack of inter vendor interoperability and higher integration costs. 
[bookmark: _Toc446333005]The 3G architecture on the other hand has attempted to specify a protocol split by standardising the Iub interface between NodeB and RNC. This has proven to be rather inefficient, some of the issues being as follows:
One of the functions of the Iub interface is to allow Radio Resource Management from the RNC to the NodeB. RRM is made of proprietary algorithms involving processes shared by the RNC and NodeB. It is extremely difficult to have an efficiently working Iub interface in a multi-vendor RNC-NB deployment because of the tailored vendor specific processes each node would support, and that cannot be supported by a standardized interface
The processes run over the Iub can be very delay sensitive, examples can be scheduling coordination, UL/DL power control. In situations where the RNC-NB connection is not sufficiently performing it is very difficult to make the Iub operate in an efficient way. In such scenarios a different RAN architecture split would have been more suitable.
The issues above related to the 3G technologies revealed to be difficult to solve, which is why the work on a flat LTE architecture was triggered and why this choice has been made.
[bookmark: _Toc447111244][bookmark: _Toc447111288][bookmark: _Toc447111364][bookmark: _Toc447300855][bookmark: _Toc447313064][bookmark: _Toc447313294]The decision to go for a flat LTE architecture was a conscious choice ensuring short time-to-market and guaranteeing a high level of future proof-ness and flexibility allowing for smart implementation. 
Learnings from LTE
As mentioned in the previous section the flat E-UTRAN architecture made it possible to add new features and deployments while still maintaining backwards compatibility. 
However, some Rel-8 design choices for the physical layer and the L2 user plane protocols later turned out to be restrictive and even impossible to change in a backward compatible manner:
LTE used fixed timing for DL HARQ ACKs of 4 ms which means that the network needs to perform decoding and respond within a fixed time frame. This makes it difficult to centralize base band processing or unless very low transport network latency can be guaranteed. 
LTE has a very tight coupling between the physical cell ID (PSS,SSS) and a number of different other parameters/features such as PDCCH, CRS, SIB/MIB broadcast, UL scrambling, Handover Method, Security Key change, etc. While the scrambling with the cell ID randomizes inter-cell interference and thereby enables a full frequency re-use, it limits for example the PDCCH capacity in shared-cell deployments.
Furthermore, the security parameters are coupled to the PCI and need to be changed upon every cell change even if the transmission points are served by same node. This leads to PDCP encryption key change even if the PDCP termination points are the same before and after the handover, which may lead to unnecessary processing / buffering.
UEs expect E-UTRA cells to transmit CRS 4 times in each subframe, PSS/SSS in every 5th subframe and MIB once every 10th subframe - irrespective whether the cell is actively used for data transmission or not. While these frequent transmissions make it easy for the UEs to discover and measure the cells, the transmissions have been identified as the main source for the RAN’s energy consumption [2]. 
Changes to these principles in a backwards compatible manner are difficult or not possible and therefore they restrict the deployment flexibility considerably. 
If these sorts of limitations, preventing for freedom to split RAN protocols in the way that best fits deployment conditions and business needs, can be avoided for NR, the NR system would be more future proof since it would allow more flexibility where functions are deployed and scalability in supporting many different deployments (e.g. ultra-dense deployments).
[bookmark: _Toc447111245][bookmark: _Toc447111289][bookmark: _Toc447111365][bookmark: _Toc447300856][bookmark: _Toc447313065][bookmark: _Toc447313295]Some design choices of the E-UTRA radio interface (Uu) limit the deployment flexibility and are difficult to change in a backward compatible manner. 
[bookmark: _Toc446333006][bookmark: _Toc447111246][bookmark: _Toc447111290][bookmark: _Toc447111366][bookmark: _Toc447300851][bookmark: _Toc447300853][bookmark: _Toc447313068][bookmark: _Toc447313296]The NR radio interface should facilitate a high degree of architecture flexibility and scalability while minimizing hard timing requirements on the network side and tight coupling between different parameters and signals.
Assumptions regarding NR RAN internal architecture
As discussed in the previous sections there is a goal to ensure that NR is as future proof as possible supporting high level of architecture flexibility. As seen in LTE, this does not require specifying many RAN internal interfaces but rather to focus on a lean and flexible design of the radio interface. Besides that, standardizing RAN internal interfaces supporting this architecture flexibility is very challenging due to among other things the high level of dependency between different RAN functions. It is hence important to progress the NR architecture discussions first and to agree what functions/features are needed before considering if any RAN internal interface other than S1 and X2 should be standardized.
[bookmark: _Toc447313069][bookmark: _Toc447313297][bookmark: _Toc446333007][bookmark: _Toc447111247][bookmark: _Toc447111291][bookmark: _Toc447111367][bookmark: _Toc447300852][bookmark: _Toc447300854]The initial work on the New Radio interface should focus on the required radio interface functionality and not on the RAN internal splits. 

Conclusion
In section 2 we made the following observations:
Observation 1	The decision to go for a flat LTE architecture was a conscious choice ensuring short time-to-market and guaranteeing a high level of future proof-ness and flexibility allowing for smart implementation.
Observation 2	Some design choices of the E-UTRA radio interface (Uu) limit the deployment flexibility and are difficult to change in a backward compatible manner.

Correspondingly, we propose the following:
Proposal 1	The NR radio interface should facilitate a high degree of architecture flexibility and scalability while minimizing hard timing requirements on the network side and tight coupling between different parameters and signals.
Proposal 2	The initial work on the New Radio interface should focus on the required radio interface functionality and not on the RAN internal splits.
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