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1 Background
The support for a Random Access back-off indicator (RA BI) was discussed at the RAN2 NB-IoT adhoc meeting [1], and the following was noted in the minutes:
“- No consensus on using the MAC back-off indicator but there is quite big support”
In this contribution we argue why we think the RA BI is needed for NB-IoT.
2 Discussion
We believe that it is important to support load control on the RACH channel in NB-IoT because an access barring (ACB) or an RRC connection reject wait time (RRC-reject-wait-time) type of load control will not in general be able to handle the following cases of overload:
1. Short peaks of high load where the eNB is busy serving a few UEs and does not have sufficient radio resources for handling any new UEs that are sending preambles.

2. In special cases when a large amount of UEs are sending preambles within a short time interval. This can happen for instance due to alarms triggered at a catastrophe of some kind, or it can happen due normal events triggered when many sensors are reporting issues due to the same cause (such as periodical reporting devices reporting at midnight).
The reasons why ACB cannot handle these cases is because ACB will will not be fast enough to handle short variations in the load, ACB is more costly to maintain due to the need for SIB update, and in general ACB cannot avoid overload on the RACH channel due to unknown UE access patterns. The reason why RRC-reject-wait-time cannot handle these cases is because RRC-wait-time requires that both MSG3 and MSG4 are correctly sent and received by the UE but this is not possible if the eNB does not have enough resources to handle either MSG3 or MSG4, and also the RRC-reject-wait-time can only reject one UE at the time which makes it inefficient to use in many cases.
Observation 1: An access barring or an RRC connection reject time based method for handling overload, cannot in general avoid all cases of overload on the RACH channel and they are in many cases more costly to use than the RA back-off indicator.
Case 1 can happen in normal situations during short periods of high load. Without a back-off support in the RA procedure the UE will just continue to transmit preambles even though the eNB cannot handle the UE at the present time. This will cause unnecessary battery drain for the UE, it will result in unnecessary interference, and since the UE does not know that the reason for not getting a response from the eNB is because of a short period of overload and not because of bad radio condition, there is a risk that the UE will go to a higher coverage level when transmitting the preambles.
Observation 2: If there is no back-off support in the RA procedure there is a risk of bad in-service-performance for the UE.
How often case 2 will happen is very difficult to say, since it depends on how the devices are behaving and on what type of traffic is used. What is certain is that it will happen and it is even more likely to happen in scenarios when a disaster strikes and there may be many alarms going off. It is in these cases very important that the eNB is able to handle the traffic by spreading out the time in which the preambles can be handled. Without a back-off indication there is a risk that the overload will cause many preamble conflicts, result in many failed contention resolutions, and it in worst case it may lead to a complete failure of handling any traffic in the cell.
Observation 3: In special cases when a large number of devices are accessing the eNB within a short time period, overload control on the RA procedure is necessary in order to ensure that traffic can be handled in the cell by distributing the load over time.
In NB-IoT the support for multiplexing many UEs at the same time is limited, and furthermore for UEs in bad coverage the time to access and perform a HARQ transmission/reception over NB-IoT may take a long time. This is in contrast to legacy LTE where the eNB is able to handle many UEs at the same time and where the time to handle one HARQ transmission/reception of data is rather short. Because of this difference in capacity and HARQ duration time there is a bigger risk of overload situations in NB-IoT than in legacy LTE when resources are not available for handling MSG3 or MSG4.
Observation 4: The risk for overload on the RA procedure (no resources for handling MSG3 or MSG4) is higher in NB-IoT than in legacy LTE.

Because of these observations made, we propose to use the RA BI method defined in legacy LTE also for NB-IoT.

Proposal 1: Use the legacy LTE RA back-off indication in NB-IoT.

Due to the relaxed latency requirements and because of the potential longer time periods required to complete the RA procedure in bad coverage or high load, we believe that there is a need to increase the time period for which the UE may be ordered to do back-off. In the current version of the MAC standard ([2]) the maximum back-off time is 960 ms (which means an average back-off time of 960/2 = 480 ms), and we may for example propose to double this value two times to 1920 and 3840 ms (which means average back-off times of 960 ms and 1920 ms respectively).
Proposal 2: Due to relaxed latency requirements and the need to wait a longer time to complete a RA procedure at high load, RAN2 should discuss to extend the maximum RA back-off time that can be configured.
Due to the in general expected longer back-off times and due to the relaxed latency requirements in NB-IoT it is assumed that the maximum time to complete a RA procedure may be longer than the current maximum time specified for legacy LTE. This longer latency will have an impact on the length of the RRC timers T300 and T301 that monitors the RRC procedures for RRC Connection Request and RRC Connections Reestablishment Request respectively. Because of this we believe that there is a need to extend the value range for the timers T300 and T301 by a similar ratio as the increase of the RA back-off time. In a similar way we may need to increase the length of certain NAS timers on higher layers. If possible we should align with eMTC which are currently discussing to extend the value range of T300 ([3]).
Proposal 3: Due to the in general expected longer time it takes to complete a RA procedure in NB-IoT than in legacy LTE, there is a need to extend the value range for the RRC T300 and T301 timers.
Proposal 4: If the T300 and T301 timers are extended, we need to ensure that any NAS timers (e.g. for service request) are also extended if required.
3 Summary
Observation 1: An access barring or an RRC connection reject time based method for handling overload, cannot in general avoid all cases of overload on the RACH channel and they are in many cases more costly to use than the RA back-off indicator.
Observation 2: If there is no back-off support in the RA procedure there is a risk of bad in-service-performance for the UE.

Observation 3: In special cases when a large number of devices are accessing the eNB within a short time period, overload control on the RA procedure is necessary in order to ensure that traffic can be handled in the cell by distributing the load over time.

Observation 4: The risk for overload on the RA procedure (no resources for handling MSG3 or MSG4) is higher in NB-IoT than in legacy LTE.

Proposal 1: Use the legacy LTE RA back-off indication in NB-IoT.

Proposal 2: Due to relaxed latency requirements and the need to wait a longer time to complete a RA procedure at high load, RAN2 should discuss to extend the maximum RA back-off time that can be configured.

Proposal 3: Due to the in general expected longer time it takes to complete a RA procedure in NB-IoT than in legacy LTE, there is a need to extend the value range for the RRC T300 and T301 timers.

Proposal 4: If the T300 and T301 timers are extended, we need to ensure that any NAS timers (e.g. for service request) are also extended if required.
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