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1 Introduction
At RAN2 #92 the need for redirection in NB-IoT was discussed to manage load balancing purposes. For effective load balancing using redirection requires UE to report neighbour cell measurements and it is assumed measurement reporting not to be supported in NB-IoT [1].
In any case, redirection for load balancing in NB-IoT has some serious implications as follows:

1. In an NB-IoT system the bottleneck is the radio interface rather than core network. Therefore load balancing needed at cell level rather that at MME/S-GW level. Using point-to-point redirection to achieve this will consume valuable radio bandwidth.

2. In NB-IoT majority of the devices are static (meters, alarm monitors, presence sensors, environment monitors etc). This means cell loading is virtually static and to large extent governed by reporting rate set by MTC servers. 

3. Majority of NB-IoT devices will send small amount of data at each access. The amount of bandwidth likely to be used to perform the actually data transfer is virtually similar to the amount of bandwidth likely to be used to perform redirection. This is assuming redirection will make use of measurement reports and then send redirection information.

4. Majority of devices are likely to access system may be couple of times a day and the cell loading at the time of access may be quite different (higher) compared to the time UE was redirected. 
5. Power consumption in a NB-IoT UE is an important factor hence redirecting UE to a poorer cell without due care can significantly reduce battery life.  

Taking the above points into consideration, it is proposed not to use point-to-point redirection to manage load balancing. Following section proposes an alternative scheme to achieve load balancing.

2 Alternative scheme for load balancing
A mechanism based on broadcast parameters to achieve load balancing is proposed. In this scheme:

· cell activates load balancing mechanism when required. 

· UE takes into consideration network preference for load balancing when performing cell selection or reselection

· UE can also take this indication into account to select another cell if it fails to access the network (i.e. RACH failure or Rejected by network)

When UE performs cell selection it typically selects a cell that has the lowest path loss (or highest probability of reliable communication). Load balancing effectively involves moving the UE to a cell that does not have the lowest path loss (or highest probability of reliable communication). 

The proposal is to allow the UE to select or reselect to another cell if the best cell is overloaded. This requires the overloaded cell to signal that it is overloaded. But to avoid UE selecting (or reselecting) a cell that has a very poor path loss (thus require UE to use much higher Tx power and create more interference to neighbor cells) it is proposed cell broadcasts information indicating the maximum difference between the best cell and other cells that could be selected or reselected to by a UE. For example, an overload eNB can broadcast the maximum path loss difference between itself and other cells that UE should also consider selecting/reselecting to. UE identifies all cells that are within the range of path loss (or some other parameter) broadcast by the best cell and UE randomly selects (or reselects to) a cell from the set. This approach has the following advantage:

· If the best cell is overloaded then some UEs can select/reselect to another cell that is not too poor compared to the best cell.

· No point-to-point signaling needed.
· Many UEs can be triggered to reselect to other cells with minimal radio bandwidth usage.
To avoid UE selecting or reselecting a cell poorer cell UE can take into consideration it’s current coverage level. If it is already in poor coverage then it should refrain from reselecting to a poorer cell. 
3 Summary
This document highlights the key issues with using point-to-point redirecting in NB-IoT and proposes an alternative scheme to provide load balancing. The mechanism consists of the following:

1. eNB broadcasts an indication if load balancing is active or not

2. eNB broadcasts path loss increase (or other metric) of other cells compared to the best cell that should be considered for cell selection/reselection

3. If load balancing is active in the best cell then UE determines other cells that fall within the additional permitted path loss (and/or other parameter) broadcast by the best cell determined by UE. UE only does this if its current coverage level is good.
4. UE randomly selects a cell from the set that consists of the best cell and other cell(s) that meet criteria in 3.
5. UE remains on the selected cell until the best cell disables load balancing or the serving cells fails to meet the criteria in 3.
It is proposed RAN2 to discuss and conclude on this proposal.
References
[1] R2-157186, Running 36.300 CR to capture agreements on NB-IoT, RAN2 #92, Anaheim, USA, November 2015. 
Page 3 of 3

