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Introduction
In RAN#68, the study on LTE-based V2X services was approved in [1]. The main objectives of the SID in RAN2 are as follows:
	3) For support of Uu transport for V2V, and PC5/Uu transport for V2I/N and V2P services (to be completed by RAN#72 – June 2016), at least including:
a) Evaluate the feasibility of Uu transport for V2V and V2P in terms of meeting latency requirements, network coordination required, resource efficiency, and energy efficiency of UE,. [RAN1, RAN2, RAN3]

b) Identify and evaluate enhancements required to support each of eNB type and UE type RSU [RAN1, RAN2, RAN3]. According to the current SA status, RAN2 will not study solutions for UE-to-UE relaying based on a new architecture for UE-type RSU.
c) Identify and evaluate the necessity of enhancements to multi-cell multicast/broadcast for reduced latency and improved efficiency [RAN1, RAN2, RAN3].


In this document, we discuss challenges for support of V2V services over Uu transport and potential enhancements to UL transmissions and DL broadcast in E-UTRAN.
Challenges and Potential enhancements
Challenge 1: Overhead problem for dynamic UL scheduling of V2X messages
RAN2 email discussion on latency analysis in [1] shows that when MBSFN/SC-PTM is used for downlink, if dynamic UL scheduling based on PUCCH SR is used, latency requirement can be met for V2V in case of SR period set to 1 or 10 ms. 

On the other hand, UL/DL overhead caused by periodical UL transmissions of V2X messages was evaluated during RAN2 email discussion [2]. The results in Table 1-1 [2] show that if SR period is set to 1 or 10 ms, UL/DL overhead cannot be ignored. Accordingly, it would be challenging that E-UTRAN provides uplink transmissions of all periodic V2X messages from all vehicles with dynamic scheduling 1) due to UL/DL overhead in case of SR period set to 1 and 10 ms and 2) due to latency in case of longer SR period.
Table 1-1: Overhead analysis for SR with BSR [2]
	Case
	SR period: 1ms
	SR period: 10ms

	
	UL overhead
	DL overhead
	UL overhead
	DL overhead

	
	Control overhead in the whole UL resource
	Control + data overhead in the whole UL resource
	Control overhead / Total overhead
	Data / Total overhead
	Control overhead within PDCCH region
	Control overhead in the whole UL resource
	Control + data overhead in the whole UL resource
	Control overhead / Total overhead
	Data / Total overhead
	Control overhead within PDCCH region

	Urban grid 15km/h (100ms)
	32.64%
	67.61%
	48.28%
	51.72%
	17.05%
	6.41%
	41.38%
	15.49%
	84.51%
	17.05%

	Urban grid 15km/h (500ms)
	29.84%
	36.84%
	81.01%
	18.99%
	3.41%
	3.61%
	10.61%
	34.07%
	65.93%
	3.41%

	Urban grid 60km/h
	8.16%
	16.90%
	48.28%
	51.72%
	4.26%
	1.60%
	10.35%
	15.49%
	84.51%
	4.26%

	Freeway 70km/h
	19.95%
	41.33%
	48.28%
	51.72%
	10.42%
	3.92%
	25.30%
	15.49%
	84.51%
	10.42%

	Freeway 140km/h
	9.98%
	20.67%
	48.28%
	51.72%
	5.21%
	1.96%
	12.65%
	15.49%
	84.51%
	5.21%


Challenge 1: It is challenging that E-UTRAN provides uplink transmissions of all periodic V2X messages from all vehicles with dynamic scheduling 1) due to UL/DL overhead in case of SR period set to 1 and 10 ms and 2) due to latency in case of longer SR period.
Challenge 2: Latency problem for UL SPS scheduling of V2X messages
Instead of dynamic scheduling, UL SPS can be used to avoid UL/DL control overhead caused by dynamic scheduling. If UL SPS scheduling period is aligned with V2X message generation period i.e. 100 ms, UL overhead (control + data) caused by UL SPS will be less than UL overhead caused by dynamic scheduling as we can see in Table 1-2 [2]. More importantly, DL control overhead is negligible for any SPS period. 

Table 1-2: Overhead analysis for SPS [2]
	Case
	SPS period: 10ms
	SPS period: 40ms
	SPS period: 100ms

	
	UL overhead in the whole UL resource
	DL Control overhead within PDCCH region
	UL overhead in the whole UL resource
	DL Control overhead within PDCCH region
	UL overhead in the whole UL resource
	DL Control overhead within PDCCH region

	Urban grid 15km/h (100ms)
	349.70%
	0.10%
	87.43%
	0.10%
	34.97%
	0.10%

	Urban grid 15km/h (500ms)
	349.70%
	0.10%
	87.43%
	0.10%
	34.97%
	0.10%

	Urban grid 60km/h
	87.43%
	0.03%
	21.86%
	0.03%
	8.74%
	0.03%

	Freeway 70km/h
	213.78%
	0.06%
	53.45%
	0.06%
	21.38%
	0.06%

	Freeway 140km/h
	106.89%
	0.03%
	26.72%
	0.03%
	10.69%
	0.03%


Nevertheless, latency analysis in [1] shows that a long SPS period, e.g. 80ms or longer, cannot meet latency requirement for V2V service. It is because periodic SPS resources could be not aligned with periodic message generation time, even though SPS period is same as message generation period i.e. 100ms.

Thus, it is challenging that E-UTRAN provides uplink transmissions of all periodic V2X messages from all vehicles with SPS 1) due to latency in case of SPS period set to a longer value than 40ms and 2) due to UL (data) overhead in case of SPS period set to a small value than 80ms.
Challenge 2: It is challenging that E-UTRAN provides uplink transmissions of all periodic V2X messages from all vehicles with SPS 1) due to latency in case of SPS period set to a longer value than 40ms and 2) due to UL (data) overhead in case of SPS period set to a small value than 80ms.
In our view, periodic scheduling such as SPS is more beneficial than dynamic scheduling in terms of UL/DL control overhead. And if we can align periodic resources with periodic message generation timing, the latency of periodic scheduling such as SPS could be smaller than the latency of dynamic scheduling which comes from SR, BSR and UL grant. Thus, we propose that RAN2 investigate solutions to enhance periodic uplink scheduling such as SPS and CB-PUSCH.
Proposal 1: RAN2 investigate solutions to enhance periodic uplink scheduling, e.g. SPS and CB-PUSCH, for V2V service and consider alignment of periodic resources with periodic message generation timing as a potential solution direction for uplink.
Challenge 3: Message drops due to frequent handover failures
As investigated in [3], the vehicular UEs with high speed in RRC_CONNECTED experience short average time of stay at a cell (e.g. 8 seconds in ISD = 1732m and 4 seconds in ISD = 500m) and so perform handover very frequently. 
Table 1-3: Handover failures for vehicular UEs in V2X evaluation scenarios [2]
	
	Urban case
	Freeway case (Option 1)
	Freeway case (Option 2)

	
	15km/h
	60km/h
	70km/h
	140km/h
	70km/h
	140km/h

	Successful HOs/UE/s
	0.041773
	0.12367
	0.070895
	0.098288
	0.119501
	0.183027

	HOFs/UE/s
	0.00036
	0.01196
	0.005343
	0.022492
	0.015439
	0.048807

	HO Failure 
Rate (%)
	0.854449
	8.81834
	7.00771
	18.622
	11.4416
	21.0526


The results of RAN2 email discussion in [2] show that handover failure will frequently occurs in such freeway environment. As we can see in Table 1-3 [2], UEs in Freeway cases with 140 km/h experience 19% HOF Rate in ISD = 1732m and 21% HOF Rate in ISD = 500m. 
Frequent handover failures will lead to frequent connection re-establishments. Then, UEs in RRC_CONNECTED could frequently go to RRC_IDLE because connection re-establishments may fail. Hence, those UEs cannot have chance to transmit V2X messages over Uu interface until those UEs successfully recover NAS signalling connection by re-triggering RRC connection establishments. Obviously, those UEs would frequently drop V2X messages considering that UEs in RRC_IDLE cannot meet latency requirement due to establishment delay as investigated in RAN2 email discussion on latency analysis [1].
Accordingly, it is challenging that connected UEs in high mobility reliably transmit V2X messages due to frequent handover failures.

Challenge 3: It is challenging that connected UEs in high mobility reliably transmit V2X messages due to frequent handover failures.
Our main concern on frequent handover failures is that UE cannot transmit V2X messages until the RRC connection is re-established. In our view, RAN2 could consider the following solutions as potential solutions to solve this problem, so that frequent handover failures will not cause frequent message drops.
1) One of the potential solutions could be similar to exceptional resources for failure case in ProSe. The network could allow UEs to transmit V2X messages via allocated resource in case of HOF or RLF. 
2) Another potential solution could be similar to NB-IOT solutions e.g. solution 18. UEs could quickly resume the RRC Connection to transmit V2X messages in uplink with short interruption and then continuously transmit V2X messages in RRC_CONNECTED.
Proposal 2: RAN2 investigate solutions to allow UEs to transmit V2X messages via allocated resource during HOF/RLF (like in ProSe) and/or solutions to quickly resume the RRC Connection to transmit V2X messages in uplink with short interruption (like in NB-IOT).

Challenge 4: Unicast capacity problem for downlink transmission of V2X messages
Table 1-1 shows downlink data rate of V2X messages per cell (sector) for unicast case in which all vehicles receive V2X messages via unicast bearers [1][2].
Table 1-4: Downlink unicast data rate of periodic V2X messages per cell (sector) [1][2]
	
	Urban case
	Freeway case (Option 1)
	Freeway case (Option 2)

	
	15km/h
	60km/h
	70km/h
	140km/h
	70km/h
	140km/h

	DL data rate per cell (Mbps)
	3644.12
	226.72
	591.27
	146.72
	25.30
	6.27


The result in Table 1-1 can be compared with performance evaluation in TR 36.912. The downlink spectral efficiency at a cell is 2.69 b/s/Hz/cell in average for MU-MIMO 2 x 2 according to Table 16A-1. It corresponds to 26.9 Mbps per cell with 10 Mhz downlink bandwidth. Based on comparison, we could conclude that it is challenging that the network transmits V2X messages to all vehicles only via unicast bearers in downlink for V2V service in urban and freeway case (Option 1).

Challenge 4: Due to lack of downlink capacity, it is challenging to transmit all periodic V2X messages to all vehicles only via unicast bearers in downlink for V2V service in urban and freeway case (Option 1).
One of characteristics in V2X service is point-to-multiple transmission of messages. Point-to-point transmissions are not essential for V2X service. Accordingly, it is one solution direction to use downlink broadcast instead of unicast. 

Challenge 5: Latency problem for MBSFN/SC-PTM transmission of V2X messages
The result of latency analysis in [1] shows that using MBSFN for downlink broadcast of V2X messages can only meet latency requirement when SR period is 1ms or 10ms or when SPS period is 10 ms. And the result also shows that using SC-PTM for downlink broadcast of V2X messages can only meet latency requirement when SR period is 1ms or 10ms or when SPS period is 10 or 40ms. 

However, considering the challenges above i.e. 1 & 2, such low SR/SPS periods will be challenging in E-UTRAN providing V2V service over Uu due to overhead. Hence, it would be challenging that MBSFN/SC-PTM transmission of V2X messages meet latency requirement for V2V. 
Looking into latency analysis in [1], we think that this challenge in MBSFN transmissions comes from the latency of coordinated eNB scheduling and backhaul delay. And the challenge in SC-PTM transmission comes from backhaul delay.
When we compare between MBSFN and SC-PTM in terms of latency, the latency of MBSFN transmissions is longer than the latency of SC-PTM transmissions [1]. This latency gap between two different schemes comes from the length of the MCH scheduling period because MCH scheduling period is 40ms in minimum while SC-PTM scheduling period could be reduced to much shorter length such as 1ms.
Challenge 5: It is challenging that SC-PTM transmission of V2X messages meets latency requirement for V2V due to the backhaul delay. It is also challenging that MBSFN transmission of V2X messages meet latency requirement for V2V due to the latency of coordinated eNB scheduling as well as backhaul delay. The latency of MBSFN transmissions is longer than the latency of SC-PTM transmissions due to the coordinated eNB scheduling.
To reduce the MBSFN latency, the MSI period could be further reduced from 40ms e.g. to 10ms. Thus, overall latency of MBSFN transmission can be reduced by 30ms. The MBSFN latency will be comparable to the SC-PTM latency.

In addition, if an operator uses MBSFN transmissions for V2V service, it should deploy many small MBSFN areas consisting of e.g. 7 cells, as we assume during RAN2 email discussion on capacity analysis [2]. UEs in high mobility will experience frequent MBSFN area change. Reception of V2X messages in a target MBSFN area will be delayed until UEs acquire MBSFNAreaConfiguration from the target MBSFN area.

Accordingly we propose that RAN2 investigate solutions to reduce MBSFN latency and consider reduction of the MSI period as one of potential solutions 
Proposal 3: RAN2 investigate solutions to reduce MBSFN latency and consider reduction of the MSI period e.g. to 10ms as a potential solution for downlink enhancement.

It seems worth noting that the local MBMS architecture for localized routing of V2X messages is captured in SA2 V2X TR 23.785 as a solution. Such improved architecture would reduce the backhaul delay so that it would finally reduce SC-PTM latency as well as MBSFN latency. 

Challenge 6: Capacity problem for MBSFN/SC-PTM transmission of V2X messages
The result of our capacity analysis in [2][3] shows that MBSFN/SC-PTM performance is not sufficient to support V2V service in urban cases. We think that it would be challenging that E-UTRAN broadcasts V2X messages via MBSFN or SC-PTM in term of PRR.
Challenge 6: It is challenging that E-UTRAN broadcasts V2X messages via MBSFN or SC-PTM in term of PRR in urban cases. It is worth noting that MBSFN outperforms SC-PTM because MBSFN provides less inter-cell interference than SC-PTM.

When it comes to MBSFN, the result of our evaluation in [2][3] shows that MBSFN capacity can be improved when E-UTRAN is able to use dynamic MCS adaptation for MBSFN transmissions as shown in Table 1-5 [2]. For example, when 60% DL resource is used for MBSFN transmission, performance of dynamic MCS adaptation is 5.5% better than performance of fixed MCS adaptation.
Table 1-5: Average PRR for Urban case with 60 km/h speed [2]
	Distance from a TX UE (meter)
	0 – 20
	20 – 40
	40 – 60
	60 – 80
	80 – 100
	100 – 120
	120 – 140
	140 – 160

	MBSFN (100% DL resource) with the dynamic MCS adaptation
	0.807284
	0.809545
	0.799741
	0.789312
	0.755456
	0.711541
	0.698734
	0.646674

	MBSFN (60% DL resource) with the dynamic MCS adaptation
	0.698584
	0.700631
	0.687558
	0.683249
	0.651442
	0.607551
	0.599297
	0.556690

	MBSFN (100% DL resource) with the fixed MCS
	0.736081
	0.736919
	0.733624
	0.720953
	0.68914
	0.648387
	0.630023
	0.585756

	MBSFN (60% DL resource) with the fixed MCS
	0.638812
	0.639509
	0.631846
	0.624235
	0.591846
	0.557684
	0.540601
	0.501881


Accordingly, we propose that RAN2 consider dynamic MCS adaptation of MBSFN transmission as a potential solution for downlink enhancement. In addition, MBSFN transmission 
Proposal 4: RAN2 consider dynamic MCS adaptation of MBSFN transmission as a potential solution for downlink enhancement.

In addition, the result of our capacity analysis in [2][3] shows that MBSFN outperforms SC-PTM when both MBSFN and SC-PTM use the same amount of DL resource. It is because inter-cell interference disappears within each MBSFN area while inter-cell interference exists at each SC-PTM cell. 
We think that if SC-PTM transmissions are synchronized across cells like MBSFN transmissions, SC-PTM performance can be improved. In Table 1-6 and Table 1-7, we compare performance synchronous PDSCH transmissions from multiple cells with performance of SC-PTM transmission. We used the same evaluation assumptions that we agreed during RAN2 email discussion on capacity analysis [2]. 
Table 1-6: Average PRR for Urban case with 60 km/h speed 
	Distance from a TX UE (meter)
	0 – 20
	20 – 40
	40 – 60
	60 – 80
	80 – 100
	100 – 120
	120 – 140
	140 – 160

	SC-PTM (100% DL resource)
	0.705533
	0.700607
	0.694765
	0.697631
	0.671140
	0.635117
	0.623518
	0.576931

	PDSCH-based multi-cell broadcast (100% DL resource)
	0.825243
	0.826968
	0.819131
	0.808557
	0.776173
	0.730212
	0.716964
	0.663224


Table 1-6: Average PRR for Freeway case with 70 km/h speed
	Distance from a TX UE (meter)
	160 – 180
	180 – 200
	200 – 220
	220 – 240
	240 – 260
	260 – 280
	280 – 300
	300 – 320

	SC-PTM (100% DL resource)
	0.868793
	0.867606
	0.86704
	0.869433
	0.866325
	0.862953
	0.860293
	0.870107

	PDSCH-based multi-cell broadcast (100% DL resource)
	0.973632
	0.969823
	0.969522
	0.969499
	0.966861
	0.966231
	0.969114
	0.974765


The results in Table 1-6 and 1-7 show that synchronous PDSCH-based multi-cell broadcast outperforms SC-PTM by 9% in Urban case with 60km/h and by 10% in Freeway case with 70km/h. Accordingly, we propose that RAN2 consider synchronous PDSCH transmissions from multiple cells as a potential solution for downlink enhancement.
Proposal 5: RAN2 consider synchronous PDSCH transmissions from multiple cells as a potential solution for downlink enhancement.
Conclusion

In conclusion, we propose to capture the following challenges and proposals for potential enhancements in the TR.
Challenge 1: It is challenging that E-UTRAN provides uplink transmissions of all periodic V2X messages from all vehicles with dynamic scheduling 1) due to UL/DL overhead in case of SR period set to 1 and 10 ms and 2) due to latency in case of longer SR period.
Challenge 2: It is challenging that E-UTRAN provides uplink transmissions of all periodic V2X messages from all vehicles with SPS 1) due to latency in case of SPS period set to a longer value than 40ms and 2) due to UL (data) overhead in case of SPS period set to a small value than 80ms.
Challenge 3: It is challenging that connected UEs in high mobility reliably transmit V2X messages due to frequent handover failures.
Challenge 4: Due to lack of downlink capacity, it is challenging to transmit all periodic V2X messages to all vehicles only via unicast bearers in downlink for V2V service in urban and freeway case (Option 1).
Challenge 5: It is challenging that SC-PTM transmission of V2X messages meets latency requirement for V2V due to the backhaul delay. It is also challenging that MBSFN transmission of V2X messages meet latency requirement for V2V due to the latency of coordinated eNB scheduling as well as backhaul delay. The latency of MBSFN transmissions is longer than the latency of SC-PTM transmissions due to the coordinated eNB scheduling.
Challenge 6: It is challenging that E-UTRAN broadcasts V2X messages via MBSFN or SC-PTM in term of PRR in urban cases. It is worth noting that MBSFN outperforms SC-PTM because MBSFN provides less inter-cell interference than SC-PTM.

Proposal 1: RAN2 investigate solutions to enhance periodic uplink scheduling, e.g. SPS and CB-PUSCH, for V2V service and consider alignment of periodic resources with periodic message generation timing as a potential solution direction for uplink.
Proposal 2: RAN2 investigate solutions to allow UEs to transmit V2X messages via allocated resource during HOF/RLF (like in ProSe) and/or solutions to quickly resume the RRC Connection to transmit V2X messages in uplink with short interruption (like in NB-IOT).

Proposal 3: RAN2 investigate solutions to reduce MBSFN latency and consider reduction of the MSI period e.g. to 10ms as a potential solution for downlink enhancement.

Proposal 4: RAN2 consider dynamic MCS adaptation of MBSFN transmission as a potential solution for downlink enhancement.

Proposal 5: RAN2 consider synchronous PDSCH transmissions from multiple cells as a potential solution for downlink enhancement.
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