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1 Introduction
1.1 Email discussion information 
This paper is to continue discussion on latency evaluation on the agreed scenarios for V2X and to have agreed TP, as indicated in the following information: 
· [LTE/V2X] – Initial latency evaluation on agreed scenarios - LG

· [LTE/V2X] – Latency Analysis TP

-
Agree to the TP based on (R2-156505) and email discussion.   

-
Attempt to draw some conclusions on the results

-
Deadline: two weeks after meeting (4th Dec)

(Deadline is being extended)
1.2 Organization of email discussion 
Note that there are already a number of combinations of cases for latency evaluation, depending on the combination of considered V2X scenarios, sidelink transmission modes, uplink transmission scheme, different values of parameters, and also depending on whether we are taking a min/mean or max value for the concerned parameters. 
Considering the prohibitively high number of the cases under evaluation, it seems not so feasible to enumerate all the combinations with corresponding observations/conclusion over the email discussion. To enable reasonable progress in this email discussion, rapporteur provides the following excel file that can get input from user the values for a list of parameters to be used in our analysis and then immediately provide the overall latency analysis for each scenario. Companies are asked to use (or least to be familiar with) this excel file for the ease of our discussion: 
 
[image: image1.emf]V2X latency  analysis_TP_rev5.xlsx


In the excel file you can find five worksheets where:
· 
Two main worksheets: you can exercise the latency analysis with these two sheets. “OverallLatency” worksheet gets user input for a list of parameters to be used for latency analysis. “Conclusion” worksheet provides the collection of overall latency results for all scenarios in a compact manner, using the parameter values provided in the worksheet “OverallLatency”
· 
Three raw worksheets are those to manipulate input data to generate final data that you can see in the main worksheets. You do not have to take care of these sheets, unless you want to find error, if any.  



2 Parameter and methodologies for latency analysis  

2.1 Determination of Parameters
In this section, we first determine the values of the parameters that are used in the latency analysis. The different combination of the values for the list of parameters will corresponds to the different parameter set. The overall latency analysis will be provided for each parameter set. 
Table 1 Values of parameters used in latency analysis
	Parameters
	Value(s)
	Description
	Company comments

	UL transmission scheme
	{sps, dynamic}
	For UL transmission, both SPS and dynamic scheduling are considered. 
	Rapporteur suggests to consider two cases: SPS and dynamic.

	SR period
	{ 1, 10}

	According to SR periodicity [36.213, Table 10.1-5], it can be {1,2,5,10, 20,40,80} 
	Rapporteur suggests to consider two values: 1ms and 10ms.


ZTE: We are ok with either {1, 5, 10} or {1, 10} 

Sequans:  we can consider 5ms in addition as ZTE suggested.
LG: Wonder if 5ms is essential for our analysis, i.e. prefer to not consider 5ms to reduce the number of parameter sets.

Rap: We can consider {1,10}

	SPS period
	{10, 40, 80}

	According to semiPersistSchedIntervalUL [36.331], it can be { sf10, sf20, sf32, sf40, sf64, sf80, sf128, sf160, sf320, sf640},. 
	Rapporteur suggests to use a single value of 10ms.
ZTE: if only used for periodic V2X traffic, we think SPS period depends on V2X traffic periodicity (such as 100ms). If also intended to be used for event-triggered V2X traffic, 10ms can be considered. 

Sequans: Agree with ZTE, however we also need to consider feasibility of supporting 10m SPS when in medium and high load. In our contribution in R2-156936 we showed that in some cases SPS periodicity has to exceed 70ms due to capacity issues. Therefore we need to consider higher periodicities also for the event triggered case. We suggest {10, 40, 80}
Ericsson: We agree with Huawei. RAN1 has agreed on 100ms and 500ms periodicity for periodic messages. So maybe we can take sf80 as reference at the moment.
LG: Agree with ZTE, Ericsson and Sequans
Rap: WE can consider {10, 40, 80}ms.
[CATT] allowing for higher SPS period such as 100ms seems good to cover for practical user cases
Rap: The chosen values for SPS interval seem acceptable. Currently we do not have 100ms.  

	Unicast Target BLER (%)
	10
	Target BLER for DL and UL. 
	Rapporteur suggests to use a single value of 10%.
Nokia: should be 10% instead of 10ms
Rap: 10ms is corrected to 10%, thanks to Nokia

	backhaul delay for unicast 

	20


	The latency for eNB-->SGW/PGW-->ITS AS--> SGW/PGW-->eNB that is considered in L-NW_uc,

Fixed value of 20ms has been assumed so far.
	Rapporteur suggests to use a single value of 20ms.

ZTE: agree. But if the Intel’s proposal is accepted also this value should change

	backhaul delay-sub_a for MBMS/SCPTM 


	15
	The latency for eNB-->SGW/PGW-->ITS AS-->BM-SC. This latency component is considered in L-NW_mbms, L-NW_scptm. 


	Rapporteur suggests to use a single value of 20ms.

HW: As for MBSFN/SCPTM, there are two understandings:

Option-1: eNB(SGW/PGW(ITS AS(BM-SC( eNB = 20ms;

Option-2: eNB(SGW/PGW(ITS AS(BM-SC = 20ms and BM-SC ( eNB = 20ms;

We slightly prefer option-1 because it seems aligned with the assumption for Unicast. However, for compromise, we propose option-3:

Option-3: eNB(SGW/PGW(ITS AS(BM-SC = 20ms and BM-SC ( eNB = 10ms;
Nokia: The row above for unicast defines the latency of 20 ms for eNB-SGW/PGW-ITS AS-SGW/PWG-eNB. We see option 1 is fair when comparing SCPTM vs. unicast.
HW2: OK with intel’s proposal. For each interface assume 5ms backhaul/processing delay. This is also aligned with Nokia’s thinking.
ZTE: We actually think the value indicated in TR36.868 as a reference is more realistic: eNB(SGW/PGW(ITS AS(BM-SC = 20ms and BM-SC ( eNB = 20ms
Ericsson2: Agree with Intel and HW2 on 15ms, i.e. 5ms backhaul/processing delay on each interface. 
Rap: It seems that we can take 15ms
[CATT] We should allow for option 2 above which is used in 36.868 and seems more realistic and be consistence. Could have two values if it is difficult to converge.
[SungHoon] To CATT: I assume based on the input so far that most companies are fine to take 15ms, and then it seems not so fair to additionally consider option2 at somewhat late stage,    

	backhaul delay sub_b for MBMS/SCPTM
	5
	The latency comprising the latency for BMSC->eNB  (including processing delays at BM-SC) that is considered in L-NW_mbms, L-NW_scptm. 
SCPTM



	Rapporteur suggests to use a single value of 20ms
HW: propose to use a single value of 10ms 
Nokia: transmission delay between BM-SC and eNB could be considered for better accuracy of the evaluation, e.g. 5-10ms + MSP
HW2: Follow Intel’s proposal that each interface has 5ms backhaul delay/processing delay.
Ericsson2: Agree with HW2/Intel on 5ms delay.
Rap: We can take 5ms.
[CATT] BMSC->eNB delay should contain SYNC protocol delay. The SYNC delay component can be considered as MSP/2, with the shortest MSP of 40ms, the latency should be 20ms+5-10ms for backhaul latency from BMSC->MBMS-GW->eNB.


	MCH scheduling period (MSP)
	40
	
	Rapporteur suggests to use a single value of 40ms.

	SCPTM scheduling period (SSP)
	{1, 10}


	0ms corresponds to the case SCPTM DRX is not configured. 10ms corresponds to that the case SCPTM DRX is configured with 10ms SCPTM scheduling period.
	Rapporteur suggests to use consider two values: 0 and 10ms 
Ericsson: in best case I think that similar to unicast DL we should consider at least 1ms for transmission. So it should be {1, 10}ms
Nokia: 1 TTI, i.e. 1 ms, should be the shortest if no DRX. Agree with Ericsson it should be {1, 10}ms
Rapporteur suggests to use consider two values: 1 and 10ms 
HW2: Fine with 1ms and 10ms.
Rap: We can take {1, 10}ms.
[CATT] where is the processing delay at the eNB considered?


	Paging cycle
	320
	According to defaultPagingCycle[36.331] it can be {rf32, rf64, rf128, rf256},
	Rapporteur suggests to use a single value of 320ms

	SC period
	40
	SC period for sidelink communication.
According to SL-PeriodComm in 36.331, it can be {sf40, sf60, sf70, sf80, sf120, sf140, sf160, sf240, sf280, sf320}
	Rapporteur suggests to use a single value of 40ms 

	SCI time period
	8
	
	Rapporteur suggests to use a single value of 4ms
Intel: suggest to also consider 4ms, i.e. consider both {4,8}ms

Rap: Possible to consider additional value, but addition of more parameter value should be justified in tems of the worth for our analysis; whenever we add a new value for a parameter, it will double the number of case we should evaluate. But no strong view, i.e. depend on majority view. 


2.2 Calculation of Min/Mean/Max values
It was agreed in RAN2#92 meeting that min/average/max are all considered for overall latency analysis. Therefore for each latency component, min value, mean value and max value should be determined. To do this, we should draw some consensus on how to calculate the min/mean/max value. Note that the values are dependent of the parameter values determined in the section 2.1. Rapporteur suggests the following general principle regarding how to determine and consider the min/average/max for each latency component and to utilize those values for overall latency analysis:

· 
1) Min/mean/max values are determined using the values for the parameter set determined in section 2.1. 

· 
2) Max and mean value for each latency component are our primary focus for overall latency  
· 
3) Min value is assumed to be the same as average value, i.e. this latency analysis does not focus on min value for overall latency analysis .

·  
4) As an exception, min value that is smaller than average and max is applicable for L-SL_mode1 and L-SL_mode2 where the min value is taken from the value calculated in section 3.3 
· 
5) If a common value for min/average/max is considered sufficient for latency analysis purpose, it is suggested to use the common value, i.e. use the same value for min, average and max value.  .
	Q1. Companies are asked to provide view on the suggested principle above for min/mean/max value calculation and usage. 

	Company
	Comments

	
	


	Latency component
	Sub-component
	Description
	Min
	Mean
	Max
	Company comments

	L-RRC
	RRC_IDLE to RRC_CONNECTED + bearer setup
	RRC connection establishment + dedicated bearer setup
	Same as Mean
	Same as Max
	The values derived in sec 3.3
	Rapporteur suggests to use a common value for min, mean and max. 

	L-SL_mode2
	SCI transmission 
	SCI time duration is assumed to be 8ms

Data pool time duration is assumed to be 32ms
	Min values derived in  in sec 3.3
	Average of Min and Max
	Max values derived in sec 3.3
	Rapporteur suggests to take min and max values calculated from section 3.3 and to calculate the mean as the average of min and max.

	
	SL data transmission 
	SCI time duration is assumed to be 8ms
Data pool time duration is assumed to be 32ms 
Min value of 4 ms corresponds to the case that first 4 subframes are used for transmission and 3 retransmissions. 
Max value of 32ms corresponds to the case that T-RPT of {00000001} is used so that transmission and retransmission happens only every 8ms. 
	Min values derived in  in sec 3.3
	Average of Min and Max
	Max values derived in sec 3.3
	Rapporteur suggests to take min and max values calculated from section 3.3 and to calculate the mean as the average of min and max. 

	
	Destination UE processing
	Fixed processing time (3ms) is assumed.
	3
	3
	3
	Rapporteur suggests to use a common value for min, mean and max.

	L-SL_mode1
	SL scheduling 
	Referenced from step1-5 of Table A.1 in TR 36.881 with additional steps for BSR, as included in L-UL_dynamic_bsr. 

	Same as Mean. 
	SR period/2 for SR acquisition latency is considered
	SR period for SR acquisition latency is considered
	For min value, rapporteur suggest to use the same value as mean
Intel: Shouldn’t we consider the delay for BSR?
Rap: Now I incorporate BSR for this latency. 

	
	SCI transmission 

	SCI time duration is assumed to be 8ms
Data pool time duration is assumed to be 32ms
	Min values derived in sec 3.3
	Average of Min and Max
	Max values derived in sec 3.3
	Rapporteur suggests to take min and max values calculated from section 3.3 and to calculate the mean as the average of min and max.
Intel: It would be good to show each delay in more detailed steps. E.g. for min. value, alignment time for SCI/data period: 0ms, resource selection and processing time: 4ms, SCI transmission: 2ms, waiting time for data transmission period: 2ms (for the case of 4ms SCI transmission period)

	
	SL data transmission 
	SCI time duration is assumed to be 8ms
Data pool time duration is assumed to be 32ms 
Min value of 4 ms corresponds to the case that first 4 subframes are used for transmission and 3 retransmissions. 
Max value of 32ms corresponds to the case that T-RPT of {00000001} is used so that transmission and retransmission happens only every 8ms. 
	Min values derived in sec 3.3
	Average of Min and Max
	Max values derived in sec 3.3
	Rapporteur suggests to take min and max values calculated from section 3.3 and to calculate the mean as the average of min and max.

	
	Destination UE processing
	Fixed processing time (3ms) is assumed.
	3
	3
	3
	Rapporteur suggests to use a common value for min, mean and max.

	L-UL_sps
	Uplink transmission
	SPS UL interval + 3ms eNB processing is considered
	Same as Mean
	3+SPS period/2
	3+SPS period
	

HW: Our view is that SPS uplink delay is not related to SPS period. Our proposed value is 5.8ms for min, average and max.

Intel: In case the data arrived in the middle of the SPS period, the value will be more than min. so, we might need to consider different min. and avg. values..
Rap: Intention is not to distinguish Min from other values as Min value would not be considered in overall latency results anyway (as suggested). Min value is calculated only in sidelink latency component merely to derive Mean value that will be used in overall latency component. Please see the suggested pribciples in the initial paragraph of this section. 
Rap: Suggest to consider actual Mean value as 3+SPS period/2 
ZTE: We agree with Ericsson and Intel: it’s difficult to align the SPS opportunity to packet generation at UE side
Sequans: Agree with Ericsson and  ZTE that it might be hard to align the packet generation with the SPS offset, let alone if we also considered event triggered messages.
Rap: Mean and Max are 3+SPS/2 and 3+SPS respectively, as already assumed.  


	L-UL_dynamic_nobsr

	UL transmission without separate BSR
	Referenced from Table A.1 of TR 36.881)
1. Average delay to next SR opportunity SR periodicity/2
2. UE sends SR 1 TTI
3. eNB decodes SR and generates scheduling grant 3 TTI
4. Transmission of scheduling grant (assumed always error free) 1 TTI
5. UE processing delay (decoding Scheduling grant + L1 encoding of data) 3 TTI

6. UE sends UL transmission (1 + p*8) TTI where p is initial BLER.
7. eNB receives and decodes the UL data 1.5 TTI

	Same as Mean
	SR period/2 for SR acquisition latency is considered
	SR period for SR acquisition latency is considered
	For min value, rapporteur suggest to use the same value as mean
Intel: Shouldn’t we consider the delay for BSR?
Rap: Intention has been to reuse as much as possible the analysis results in the existing TRs listed in the reference section where BSR is not considered. Unless majority companies want to deviate from this, it would be fine as it is.
Rap: Now I introduce a new latency component L-UL_dynamic_bsr to cover the case where a separate BSR is triggered. 


	L-UL_dynamic_bsr
	UL transmission with separate BSR
	Referenced from Table A.1 of TR 36.881)
1. Average delay to next SR opportunity SR periodicity/2
2. UE sends SR 1 TTI
3. eNB decodes SR and generates scheduling grant 3 TTI
4. Transmission of scheduling grant (assumed always error free) 1 TTI
5. UE processing delay (decoding Scheduling grant + L1 encoding of data) 3 TTI
5.1. UE sends BSR 1TTI

5.2. eNB decodes BSR and generates scheduling grant 3TTI

5.3. Transmission of scheduling grant (assumed always error free) 1TTI

5.4. UE processing delay (decoding Scheduling grant + L1 encoding of data) 3TTI 6. UE sends UL transmission (1 + p*8) TTI where p is initial BLER.
7. eNB receives and decodes the UL data 1.5 TTI
Note. Step 5.1 to 5.4 is added for the case the latency for BSR should be separately considered.
	Same as Mean
	SR period/2 for SR acquisition latency is considered
	SR period for SR acquisition latency is considered
	Rap: This latency component is introduced to cover the case BSR is separately triggered.
ZTE: We agree it is reasonable to consider this BSR latency component

	L-NW_uc
	eNB-->SGW/PGW-->ITS AS--> SGW/PGW-->eNB
	Fixed value is assumed.

Out of RAN WG2 scope
	Same as Mean
	Same as Max
	Value decided in section 2.1
	Rapporteur suggests to use a common value for min, mean and max.
[CATT] prefer to clearly state that the value is shown as example and it is out of RAN2 scope,

	L-NW_mbms
	eNB-->SGW/PGW-->ITS AS-->BM-SC
	Fixed value is assumed.

Out of RAN WG2 scope
	Same as Mean
	Same as Max
	Backhaul delay sub_a for MBMS/SCPTM in section 2.1
	Rapporteur suggests to use a common value for min, mean and max.
HW2: The min/mean/max should be all the same.
Rap: We can take backhaul delay sub_a for MBMS/SCPTM for Min, Mean and Max.
[CATT] prefer to clearly state that the value is shown as example and it is out of RAN2 scope,


	
	BM-SC-->eNB
	Including backhaul delay, and BM-SC processing delay  (including SYNC protocol delays)




	Same as Mean
	 Same as Max
	Same as backhaul delay sub_b for MBMS/SCPTM
	For min value, rapporteur suggest to use the same value as mean
HW: According to our previous analysis in R2-156834, for the latency L-NW_mbms + L-DL_mbms, only 1 MSP + backhaul latency needs to be counted. Do not need to consider 1 MSP latency in each of L-NW_mbms and L-DL_mbms.  A packet does not need to wait for up to 2 MSPs for transmission.
We propose the maximum latency of BM-SC-->eNB to be backhaul delay (10ms) + MSP (40ms) = 50ms. This is the latency from when the packet arrives at BM-SC to when the eNB starts to transmit the packet in a MSP.

Ericsson: It is not clear here why the SYNC delay should be deleted. As we mentioned above there are 2 contributions that should be considered for BM-SC->eNB:

1) backhaul delay: 10ms is ok to us

2) SYNC protocol delay.

For 2) our understanding is that according to 36.300 and 25.446 the sync period is multiple of 10ms and in 36.868 it is assumed to be equal to MSP/2. 

Therefore combining 1) and 2), min delay should be 20ms, while mean delay should be 10ms+MSP/2. Regarding max value maybe we can consider it equal to mean.
[CATT] as indicated earlier comment, the delay should have a SYNC protocol component and we agree with Ericsson on values and should follow the reference value given in Tr 36.868.
Rap: I suggest that network vendors would discuss and reach conclusion on this ( (or do we need to fallback to the initial analysis results prior to the changes by HW?) 
Nokia: for MBMS, should be backhaul; MSP/2 + backhaul; MSP + backbaul. SCPTM should be analyzed separately. See row bellow.
Rap: Now I take Ericsson and Nokia suggestion. Please check for Min, if it should be 20ms (as suggested by Ericsson) or be just backhaul delay (as suggested by Nokia) (not sure though if Min value is anyway not important, once we decide to not consider Min value for overall latency)
HW2: If only considering backhaul/processing delay and SYNC delay, then this latency should be same for min/mean/max.
SYNC delay is assumed to be MSP/2.
Note1: the backhaul delay is included in the SYNC delay.
Note2: the latency from when the packet arrives at the eNB to when the eNB transmits the packet is not included in L-NW_mbms but will be considered in L-DL-mbms
Nokia2: Firstly, it should be clarified that MTCH carrying V2X traffic is the first MTCH configured on PMCH. Furthermore, it is not clear what this latency component includes but based on the L-DL_mbms definition which includes DL data delay (1TTI + 3ms) the BM-SC -> eNB delay is the time from data transmission by BM-SC until the beginning of the MSP in which the data.

Max value = MSP + backhaul delay

Min value = backhaul delay

Mean value = MSP/2 + backhaul delay
Ericsson2: In table 1, we defined the BM-SC->eNB delay as “The latency comprising the latency for BMSC->eNB (including processing delays at BM-SC) that is considered in L-NW_mbms, L-NW_scptm.” 

So we propose to stick with this definition. Other delays due to MSP (i.e. packet buffering at the eNB and waiting for MTCH opportunity) are counted in the L_DL-MBMS/SCPTM. 
Rap: Based on the Ericsson2 comment, we can take backhaul delay sub_b for MBMS/SCPTM for Min. Mean and Max.
[CATT] we can agreed to have the same value considered for min, mean, max and the value should be backhaul delay +MSP/2


	L-NW_scptm
	eNB-->SGW/PGW-->ITS AS-->BM-SC
	Fixed value is assumed.

Out of RAN WG2 scope
	Same as Mean
	Same as Max
	Backhaul delay sub_a for MBMS/SCPTM in section 2.1
	Rapporteur suggests to use a common value for min, mean and max.
HW2: The min/mean/max should be all the same.
Rap: We can take backhaul delay sub_a for MBMS/SCPTM for min, mean and max. 

	
	BM-SC-->eNB
	Including backhaul delay, and BM-SC processing delay (including SYNC protocol delays)SCPTM


SCPTM
SCPTM


	Same as Mean
	Same as Max
	Same as backhaul delay sub_b for MBMS/SCPTM  
	HW: According to our previous analysis in R2-156834, for the latency L-NW_scptm + L-DL_scptm, only 1 SCPTM scheduling period+ backhaul latency needs to be counted. Do not need to consider the latency of 1 SCPTM scheduling period in each of L-NW_scptm and L-DL_scptm. 

A packet does not need to wait for up to 2 SCPTM scheduling periods for transmission.
We propose the maximum latency of BM-SC-->eNB to be backhaul delay (10ms) + SCPTM scheduling period (0ms or 10ms) = {10 or 20} ms. This is the latency from when the packet arrives at BM-SC to when the eNB starts to transmit the packet in a SCPTM scheduling period.
Ericsson: We believe that BM-SC definition should be the same as above, since BM-SC functionality should be the same for MBMS and SC_PTM.
[CATT] agree with Ericsson view given that network architecture is the same for MBMS and SC-PTM the delay from BM-SC->eNB should be the same for both
Nokia: If DRX is used, then max is scheduling cycle + backhaul delay..
Rap: Now I take Ericsson and Nokia suggestion. Please check for Min, if it should be 20ms (as suggested by Ericsson) or be just backhaul delay (as suggested by Nokia) (not sure though if Min value is anyway not important, once we decide to not consider Min value for overall latency)
HW2: If only considering backhaul/processing delay and SYNC delay, then this latency should be same for min/mean/max.
SYNC delay is assumed to be SSP/2.
Note1: the backhaul delay is included in the SYNC delay if SYNC is applied for SCPTM.

Note2: SYNC delay is optional for SCPTM.

Note3: the latency from when the packet arrives at the eNB to when the eNB transmits the packet is not included in L-NW_scptm, but will be included in L-DL_scptm.
Ericsson2: changed this in line with L-NW_mbms definition above.
Rap: We can take backhaul delay sub_b for MBMS/SCPTM for min, mean and max. 


	L-DL_uc
	DL unicast transmission 
	Step for DL transmission (Section A1.1 of TR36.881) 

1. 1.5 TTI for eNB processing and scheduling
2. (1+p*8) TTI  for eNB transmission with p is initial BLER

3. 1.5 TTI for UE processing
.
	Same as Mean
	Same as Max
	Based on BLER determined in section 2.1


	Rapporteur suggests to use a common value for min, mean and max.


	
	Destination UE processing
	Fixed value (3ms) is assumed.
	3
	3
	3
	Rapporteur: companied are invited to provide input whether this sub-component is needed:

	L-DL_mbms
	
Wait for MTCH opportunity
	
Latency from when the packet arrives at the eNB to when the packet is transmitted in a MSP. This  latency component includes the following:
L_DL_mbms_a: Latency due to buffering packets at the eNB waiting for next MSP. Depending on when the packet is received from the BM-SC, L_DL_mbms_a varies from MSP to 1ms.

L_DL_mbms_b: within the MSP, time to wait for the MTCH transmission opportunity. It can vary from 1ms to MSP depending on where MTCH subframes are located in the MSP.
Note1: Regarding L_mbms_b, we are not considering capacity issues in this study, so we assume that within the MSP, a transmission can happen in the first available MTCH opportunity. For this reason 1ms is taken for L_DL_mbms_b.

	L_DL_mbms_a+ L_DL_mbms_b= 1ms + 1ms = 2ms  
	L_DL_mbms_a+ L_DL_mbms_b = MSP/2 + 1ms 
	L_DL_mbms_a+ L_DL_mbms_b = MSP + 1ms 
	
HW: According to our previous analysis in R2-156834, for the latency L-NW_mbms + L-DL_mbms, only 1 MSP + backhaul latency needs to be counted. Do not need to consider 1 MSP latency in each of L-NW_mbms and L-DL_mbms.  A packet does not need to wait for up to 2 MSPs for transmission. So it is not clear what the latency is. As stated above, for the latency L-NW_mbms + L-DL_mbms, only 1 MSP + backhaul latency needs to be counted. A packet does not need to wait for up to 2 MSPs for transmission. So propose to remove.
Rap: Fine with HW proposal but need to invite company view on whether this sub-latency component should be removed. 
Ericsson: We do not think that this component should be removed because after the packet has been delivered from BM-SC to eNB additional delays should be considered. Such delay is needed to align packet transmission with the MTCH opportunity within the MSP period. This is also in line with 36.868

Proposed values are:

Min=1ms, 
Mean=MSP/2

Max=MSP
Nokia: For eNB to UE, should be 1 ms; MSP/2; MSP.
Rap: Now that two network vendors suggest to keep this component while one wants to remove, I now decide to be recovering this component. 
HW2: the latency is defined to be from when the packet arrives at the eNB to when the packet is transmitted in a MSP.
Nokia2: This is the time from the beginning of MSP until the subframe in which the data are transmitted. Because DL data already includes TTI (row immediately below), the minimum value could be considered to be 0.

Min = 0

Max = MSP

Mean = MSP/2

There is a relation between L-NW_mbms and L-DL_mbms assuming PMCH is fully loaded. Data experiencing the maximum L-NW_mbms delay are sent with minimum L-DL_mbms delay. Data experiencing the minimum L-NW_mbms delay are sent with the maximum L-DL_mbms delay (i.e. at the end of MSP). Thus BM-SC -> UE delay could be always considered to be equal to backhaul + MSP + DL data (4 ms) for fully loaded PMCH.
Ericsson2: We agree with Nokia2 analysis. However so far we haven´t considered capacity issues for other latency components. So to be consistent with the rest of the analysis, we should consider that a message can be transmitted in the first available MTCH subframe in MSP. On average, the overall L-DL_mbms delay will be somewhere between MSP and MSP/2.
Rap: Can we take 1+1, 1+MSP/2, 1+MSP for min, mean and max? 
[CATT] we are ok with these values


	
	DL broad transmission 
	Assumed 1ms TTI and 3ms UE L1/L2 processing time
	4
	4
	4
	Rapporteur suggests to use a common value for min, mean and 

	
	
	
	
	
	
	max.

	L-DL_scptm
	
Wait for SCPTM opportunity
	
Latency from when the packet arrives at the eNB to when the packet is transmitted in a SSP. This  latency component includes the following:

L_DL_scptm_a: Latency due to buffering packets at the eNB waiting for next SSP. Depending on when the packet is received from the BM-SC, L_DL_sptm_a varies from SSP to 1ms.

L_DL_scptm_b: within the SSP, time to wait for the SCPTM transmission opportunity. It can vary from 1ms to SSP depending on where SCPTM subframes are located in the SSP.
Note1: Regarding L_scptm_b, we are not considering capacity issues in this study, so we assume that within the SSP, a transmission can happen in the first available SCPTM opportunity. For this reason 1ms is taken for L_DL_scptm_b.

	L_DL_scptm_a + L_DL_scptm_b = 1ms + 1ms = 2ms1
	L_DL_scptm_a + L_DL_scptm_b = SSP/2 + 1ms
	L_DL_scptm_a + L_DL_scptm_b = SSP + 1ms
	
HW: According to our previous analysis in R2-156834, for the latency L-NW_mbms + L-DL_mbms, only 1 MSP + backhaul latency needs to be counted. Do not need to consider 1 MSP latency in each of L-NW_mbms and L-DL_mbms.  A packet does not need to wait for up to 2 MSPs for transmission. So it is not clear what the latency is. As stated above, for the latency L-NW_mbms + L-DL_mbms, only 1 MSP + backhaul latency needs to be counted. A packet does not need to wait for up to 2 MSPs for transmission. So propose to remove.
Rap: Fine with HW proposal but need to invite company view on whether this sub-latency component should be removed. 
Ericsson: Same as above. This contribution should be kept and of course values should reflect SCPTM periodicity.

Nokia: 1ms; scheduling cycle/2 (5 ms); scheduling cycle (10 ms). This should be very close if not the same..
Rap: Now that two network vendors suggest to keep this component while one wants to remove, I now decide to be recovering this component.
HW2: the latency is defined to be from when the packet arrives at the eNB to when the packet is transmitted in a SSP.
ZTE: This latency depends on SCPTM scheduling period.
Ericsson: Similar analysis to L_DL_MBMS
Rap: Can we take 1+1, 1+SSP/2, 1+SSP for min, mean and max?
[CATT] we agree to keep this component and values as suggested


	
	DL data 
	Assumed 1ms TTI and 3ms UE L1/L2 processing time
	4
	4
	4
	Rapporteur suggests to use a common value for min, mean and max.

	L-PAGING
	Paging cycle
	Paging cycle is assumed     
	Same as Mean
	Equal to paging cycle/2 determined in section 2.1
	Equal to paging cycle determined in section 2.1
	For min value, rapporteur suggest to use the same value as mean



	
	DL data 
	Assumed 1ms TTI and 3ms UE L1/L2 processing time.
	4
	4
	4
	Rapporteur suggests to use a common value for min, mean and max.

	L-SL_config
	UL transmisson
	Transmission of SidelinkUEInformation
The same value as the L-UL_dynamic is applied
	Same as Mean
	Average value of L-UL_dynamic
	Max value of L-UL_dynamic
	For min value, rapporteur suggest to use the same value as mean



	
	DL transmission 
	Reception of RRCConnectionReconfiguration including dedicated sidelink configuration.
The same value as the L-DL_uc is applied
	Same as Mean
	Same as Average value of L-DL_uc
	Same as Max value of L-DL_uc 
	For min value, rapporteur suggest to use the same value as mean



	L-RSU
	RSU processing
	Processing time 
	3
	3
	3
	


	Q2. Companies are asked to provide general comments that cannot be captured in the table above. 

	Company
	comments

	
	


3 Summary of email discussion
3.1 Latency Deposition of Scenarios

It is assumed that sidelink communication is utilized for PC5 transport in the evaluation. 
For V2V latency analysis, the overall latency of each scenario in section x.x can be decomposed into selective combination of the following latency components: 
· 
L-RRC 

defined as the latency required for state transition from RRC_IDLE to RRC_CONNECTD and data bearer setup 
· 
This latency component addresses the time duration from the time UE starts RRC connection establishment to the time the UE has been configured with data bearer that is used to transport V2V messages.

· 
L-paging 
defined as the latency required for reception of paging message
· 
This latency component addresses the time duration from the time paging message is arrived at eNB and to the time the UE successfully receives the paging message.
· 
L-SL_config 
defined as the latency required to configure sidelink configuration to a UE via dedicated signaling 
· 
This latency component addresses the time duration from the time UE sends SidelinkUEInformation for transmission resource request to the end time destination UE is configured with sidelink configuration via dedicated signaling.
· 
L-SL
 
defined as the latency of SL transport between two UEs 
· 
This latency component addresses the time duration from the time UE has a V2V message to send over sidelink to the end time destination UE successfully receives the V2V message.
· 
L-UL 

defined as the latency of UL transport between UE and eNB
· 
This latency component addresses the time duration from the time UE has a V2V message to send over UL to the time the eNB successfully receives the V2V message. 
· 
L-DL_uc 

defined as the latency of unicast DL transport between eNB and UE 
· 
This latency component addresses the time duration from the time eNB has V2V message to send and to the time the UE successfully receives the V2V message over unicast DL. 
· 
L-DL_mbms
 
defined as the latency of MBMS transport between eNB and UE 
· 
This latency component addresses the time duration from the time eNB has V2V message to send and to the end time the UE successfully receives the V2V message over MBMS.
· 
L-DL_scptm 
defined as the latency of SC-PTM transport between eNB and UE 
· 
This latency component addresses the time duration from the time eNB has V2V message to send and to the end time the UE successfully receives the V2V message over SC-PTM.
· 
L-NW_uc 
defined as the latency of network processing in case of unicast transport for DL
· 
This latency component addresses the time duration from the time of eNB reception of V2V message to the time the eNB is ready to transmit the V2V message over unicast DL.

Editor’s note: In case the eNB that is supposed to transmit a concerned V2V message is different from the eNB that received the V2V message, L-NW_uc needs to consider the latency required for inter-eNB messaging. It is FFS whether the inter-eNB V2V messaging should be in the scope of this latency analysis. 
· 
L-NW_mbms 
defined as the latency of network processing in case of MBMS transport for DL
· 
This latency component addresses the time duration from the time of eNB reception of V2X message in UL to the time the eNB is ready to transmit the V2V message over MBMS DL.
· 
L-NW_scptm 
defined as the latency of network processing in case of SC-PTM transport for DL
· 
This latency component addresses the time duration from the time of eNB reception of V2X message in UL to the time the eNB is ready to transmit the V2V message over SC-PTM DL.
· 
L-RSU
 
defined as the latency of RSU(UE) processing 
· 
This latency component addresses the processing time at RSU side from the time the RSU successfully receives the V2V and the time the RSU is ready to transmit from upper layer point of view 
With the latency decomposition, the end-to-end latency of each V2V scenario can be calculated as follows: 
· 
Scenario 1) 
(L-RRC + L-SL_config) + L-SL

· 
Scenario 2-1) 
(L-RRC) + L-UL + L-NW_uc +  (L-paging + L-RRC) + L-DL_uc
· 
Scenario 2-2) 
(L-RRC) + L-UL + L-NW_mbms + L-DL_mbms
· 
Scenario 2-3) 
(L-RRC) + L-UL + L-NW_scptm + L-DL_scptm
· 
Scenario 3a-1)
(L-RRC + L-SL_config) + L-SL + L-RSU + (L-RRC) + L-UL + L-NW_uc + (L-paging + L-RRC) + L-DL_uc
· 
Scenario 3a-2) (L-RRC + L-SL_config) + L-SL + L-RSU + (L-RRC) + L-UL + L-NW_mbms + L-DL_mbms
· 
Scenario 3a-3) (L-RRC + L-SL_config) + L-SL + L-RSU + (L-RRC) + L-UL + L-NW_scptm + L-DL_scptm
· 
Scenario 3b-1) (L-RRC) + L-UL + L-NW_uc + (L-paging + L-RRC + L-SL_config) + L-DL_uc + L-RSU + L-SL
· 
Scenario 3b-2) (L-RRC) + L-UL + L-NW_mbms + L-DL_mbms + L-RSU + (L-RRC + L-SL_config) + L-SL
·   Scenario 3b-3) (L-RRC) + L-UL + L-NW_scptm + L-DL_scptm + L-RSU + (L-RRC + L-SL_config) + L-SL
3.2 Parameters and Scheduling Policies for Analysis  
Based on the discussion in section 2.1, the following table summarizes scheduling policies and parameter values that are used throughout the analysis. 
3.1.1 Scheduling policy and parameter values used in the analysis
	Parameters
	Value(s)
	Description

	Scheduling policy for Uu
	{ SPS,

dynamic scheduling with BSR,

dynamic scheduling without BSR}
	For UL transmission, both SPS and dynamic scheduling are considered.

For dynamic scheduling, both UL TX with a separate BSR and UL TX wih no separate BSR are considered.

	Scheduling policy for SL
	{ mode2, mode1}
	Both UE autonomous scheduled SL TX and eNB scheduled SL TX are considered, 

	
	
	

	SR period
	{ 1, 10}
	Two values for scheduling request are considered. 

	SPS period
	{10, 40, 80}
	Three values for SPS period are considered. 

	Target BLER (%)
	10
	Target BLER is commonl applied for DL and UL transmission.

A single value is considered. 

	
	
	

	backhaul delay for unicast 


	20
	The latency for eNB-->SGW/PGW-->ITS AS--> SGW/PGW-->eNB that is considered in L-NW_uc,

Fixed value of 20ms is assumed. 

	backhaul delay-sub_a for broadcast 


	15
	The latency of eNB-->SGW/PGW-->ITS AS-->BM-SC.  This parameter is used in L-NW_mbms, L-NW_scptm.

	backhaul delay sub_b for broadcast
	5
	The latency comprising the latency for BMSC->eNB (including processing delays at BM-SC)
This parameter is used in L-NW_mbms, L-NW_scptm.

	MCH scheduling period (MSP)
	40
	A single value of MSP is considered. 

	SCPTM scheduling period (SSP)
	{1, 10}
	Two values are considered where t0ms corresponds to the case SCPTM DRX is not configured and 10ms corresponds to that the case SCPTM DRX is configured with 10ms SCPTM scheduling period.

	
	
	

	Paging cycle
	320
	A single value is considered. 

	
	
	

	SC period
	40
	A single value is considered. 

	SCI time period
	8
	A single value is considered.

	
	
	

	Upper layer processing 
	3ms
	Application layer processing for source UE, destination UE and RSU. 

A single value is considered. 


3.3 Latency Component Analysis  

In this section, latency components are analyzed. Each latency component may be further decomposed into multiple latency sub-components. For each latency of(sub-) component, min, mean and max values are determined based on the following principles: 

· . 
The latency analysis focuses only on max and mean values, given that min value is not meaningful at all for fulfilling V2V latency requirements.  

· 
For some components like L-SL_mode1 and L-SL_mode2, both min and max value are analyzed and then mean value is simply calculated as (min+max)/2.
· 
If a single value is analyzed for the concerned latency (sub-) component, min, mean and max are commonly set to the value.

· 
If both mean and max value are analyzed while min value is not, min value is set to the mean value of the (sub-) component.

(L-RRC) RRC_IDLE to RRC_CONNECTD and data bearer setup 
This latency component addresses the time duration from the time UE starts RRC connection establishment to the time the UE is configured with data bearer that is used to transport V2V message.
If UE is in RRC_IDLE, transmission or reception of V2V message via unicast requires the UE to make a RRC connection and establish dedicated data bearer to transport V2V message to/from network. Then the following latency component needs to be additionally considered when calculating overall latency for each scenario.  
The latency of L-RRC is e presented in the following table. 
3.2.1 L-RRC: Latency for RRC connection establishment and data bearer establishment
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	RRC_IDLE to RRC_CONNECTED + bearer setup
	Mean
	Max
	50
	50ms is the value for Rel-10 value referenced from Table 16.2.1-1 of 36.912.


	Total
	Mean
	Max
	50
	


(L-SL) SL transport between two UEs
This latency component addresses the time duration from the time UE has a V2V message to send over sidelink to the end time destination UE receives the V2V message.
The latency of L-SL with UE autonomous scheduled SL transmission (mode2) is presented in the following table. 
3.2.2 L-SL_mode2: Latency for V2V message transmission from V-UE to V-UE (RSU) via SLwith Mode2
	Sub-component 
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	SCI transmission 
	SCI time period  + 4
	(Min+Max)/2
	SC period +  SCI time period + 3
	Min: 4 ms waiting after grant selection prior to actual SCI transmission + SCI time period 

Max: SC period waiting after grant selection prior to actual SCI transmission + SCI time period

	SL data transmission 
	4
	(Min+Max)/2
	SC period – SCI time period
	Min: corresponds to the case that first 4 subframes are used for transmission and 3 retransmissions. 
Max: corresponds to the case that a new transmission and 3 retransmission spans the whole data pool period. 

	L1/L2 RX UE processing
	1.5
	(Min+Max)/2
	1.5
	1.5ms for UE L1/L2 processing is assumed.

	Upper layer RX UE processing
	upper layer processing
	(Min+Max)/2
	upper layer processing
	

	Total 
	SCI time period + 9.5 + upper layer processing
	(Min+Max)/2
	2*SC period + 4.5 + upper layer processing
	


The latency of L-SL with eNB scheduled SL transmission (mode1) is presented in the following table. 
3.2.3 L-SL_mode1: Latency for V2V message transmission from V-UE to V-UE (RSU) via SL with Mode1
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	SL scheduling 
	Mean
	16+SR period/2
	16 +SR period
	Referenced from step1-5 of Table A.1 in TR 36.881 with additional steps for BSR, as included in L-UL_dynamic_bsr:
1. Average delay to next SR opportunity SR periodicity/2

2. UE sends SR 1 TTI

3. eNB decodes SR and generates scheduling grant 3 TTI

4. Transmission of scheduling grant (assumed always error free) 1 TTI

5. UE processing delay (decoding scheduling grant + L1 encoding of data) 3 TTI

5.1. UE sends BSR 1TTI

5.2. eNB decodes SR and generates scheduling grant 3TTI

5.3. Transmission of scheduling grant (assumed always error free) 1TTI

5.4. UE processing delay (decoding scheduling grant + L1 encoding of data) 3 TTI

	SCI transmission 
	Mean
	SCI time period  + 4
	SC period +  SCI time period + 3
	Min: 4 ms waiting after grant selection prior to actual SCI transmission + SCI time period 

Max: SC period waiting after grant selection prior to actual SCI transmission + SCI time period

	SL data transmission 
	Mean
	4
	SC period – SCI time period
	Min value of 4 ms corresponds to the case that first 4 subframes are used for transmission and 3 retransmissions. 
Max value corresponds to the case that a new transmission and 3 retransmission spans the whole data pool period. 

	L1/L2 RX UE processing
	Mean
	1.5
	1.5
	1.5ms for UE L1/L2 processing is assumed.

	Upper layer RX UE processing
	Mean
	upper layer processing
	upper layer processing
	

	Total 
	Mean
	25.5 + SR period/2 + SCI time period + upper layer processing
	20.6+ SR period + 2*SC period + upper layer processing
	


(L-UL_sps) UE to eNB via UL
This latency component addresses the time duration from the time UE has a V2V message to send over UL to the time the eNB successfully receives the V2V message, by using semi-persistent scheduling (SPS).
The latency of L-UL_sps is presented in the following table. 
3.2. 4 L-UL_sps: Latency for V2V message transmission from V-UE to eNB via UL with SPS
	Sub-component
	
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	Uplink transmission
	Mean
	3+SPS period/2
	3+SPS period
	

	Total
	Mean
	3+SPS period/2
	3+SPS period
	


(L-UL_dynamic_nobsr) UE to eNB via UL with dynamic scheduling without a separate BSR
This latency component addresses the time duration from the time UE has a V2V message to send over UL to the time the eNB successfully receives the V2V message, by using dynamic scheduling without a separate BSR.
Note 
· 
The user plane latency for uplink transmission is based on the analysis in the Table A.1 of TR 36.881[2]
The latency of L-UL_ dynamic_nobsr is presented in the following table. 
3.2.5 L-UL_dynamic_nobsr: Latency for V2V message transmission from V-UE to eNB via UL with dynamic scheduling without separate BSR
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	Uplink transmission
	Mean
	9.5+SR period/2 + (1+8*Target BLER%/100)


	9.5+SR period + (1+8*Target BLER%/100)


	Referenced from Table A.1 of TR 36.881:
1. Average delay to next SR opportunity SR periodicity/2
2. UE sends SR 1 TTI
3. eNB decodes SR and generates scheduling grant 3 TTI
4. Transmission of scheduling grant (assumed always error free) 1 TTI
5. UE processing delay (decoding Scheduling grant + L1 encoding of data) 3 TTI (1.5+1.5)
6. UE sends UL transmission (1 + p*8) TTI where p is initial BLER
7. eNB receives and decodes the UL data 1.5 TTI.

	Total
	Mean
	9.5+SR period/2 + (1+8*Target BLER%/100)


	9.5+SR period + (1+8*Target BLER%/100)


	


(L-UL_dynamic_bsr) UE to eNB via UL with dynamic scheduling with a separate BSR
This latency component addresses the time duration from the time UE has a V2V message to send over UL to the time the eNB successfully receives the V2V message, by using dynamic scheduling with a separate BSR.
Note 
· 
The user plane latency for uplink transmission is based on the analysis in the Table A.1 of TR 36.881[2]
The latency of L-UL_ dynamic_bsr is presented in the following table. 
3.2. 6 L-UL_dynamic_bsr: Latency for V2V message transmission from V-UE to eNB via UL with dynamic scheduling with a separate BSR
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	Uplink transmission
	Mean
	17.5+SR period/2 + (1+8*Target BLER%/100)


	17.5+SR period + (1+8*Target BLER%/100)


	Referenced from Table A.1 of TR 36.881:
1. Average delay to next SR opportunity SR periodicity/2
2. UE sends SR 1 TTI
3. eNB decodes SR and generates scheduling grant 3 TTI
4. Transmission of scheduling grant (assumed always error free) 1 TTI
5. UE processing delay (decoding Scheduling grant + L1 encoding of data) 3 TTI (1.5+1.5)

5.1. UE sends BSR 1TTI

5.2. eNB decodes SR and generates scheduling grant 3TTI

5.3. Transmission of scheduling grant (assumed always error free) 1TTI

5.4. UE processing delay (decoding Scheduling grant + L1 encoding of data) 3TTI (1.5+1.5) 
6. UE sends UL transmission (1 + p*8) TTI where p is initial BLER
7. eNB receives and decodes the UL data 1.5 TTI
Note. Step 5.1 to 5.4 is added for the case the latency for BSR should be separately considered

	Total
	Mean
	17.5+SR period/2 + (1+8*Target BLER%/100)


	17.5+SR period + (1+8*Target BLER%/100)


	


(L-NW_uc) Network processing: from eNB (via ITS server) to eNB without passing through BM-SC (to use unicast DL)
This latency component addresses the time duration from the time of eNB reception of V2V message to the time the eNB is ready to transmit the V2V message over unicast DL.
For the analysis of this latency component, it is assumed that the V2V message is travelling from eNB, then passing through S-GW/P-GW, ITS server, and is back to the eNB for unicast DL transmission. 
Note
· 
The latency calculation is based on TR 36.868[2] 
The latency of L-NW_uc is presented in the following table. 
3.2.7 L-NW_uc: Latency for network processing of received V2V message for unicast DL transmission
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Time (ms)
	

	eNB(SGW/PGW(ITS AS( SGW/PGW(eNB
	Mean
	Max
	backhaul delay for unicast
	

	Total
	Mean
	Max
	backhaul delay for unicast
	


(L-NW_mbms) Network processing: from eNB (via ITS server) to eNB with passing through BM-SC (to use MBMS DL)
This latency component addresses the time duration from the time of eNB reception of V2X message to the time the eNB is ready to transmit the V2V message over MBMS DL.
For the analysis of this latency component, it is assumed that the V2V message is travelling from eNB and passing through S-GW/P-GW, ITS server, BM-SC and is back to the eNB for DL transmission.
The latency of L-NW_mbms is presented in the following table. 
3.2.8 L-NW_mbms: Latency for network processing of received V2V message for MBMS transmission
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	eNB(SGW/PGW(ITS AS(BM-SC
	Mean
	Max
	backhaul delay sub_a
	

	BM-SC ( eNB
	Mean
	Max
	backhaul delay sub_b
	

	Total
	Mean
	Man
	backhaul delay sub_a + backhaul delay sub_b
	


(L-NW_scptm) Network processing: from eNB (via ITS server) to eNB with passing through BM-SC (to use SCPTM DL)
This latency component addresses the time duration from the time of eNB reception of V2X message to the time the eNB is ready to transmit the V2V message over SCPTM DL.
For the analysis of this latency component, it is assumed that the V2V message is travelling from eNB and passing through S-GW/P-GW, ITS server, BM-SC and is back to the eNB for DL transmission.
The latency of L-NW_scptm is presented in the following table. 
3.2.9 L-NW_scptm: Latency for network processing of received V2V message for SCPTM transmission
	Sub-component
	Time (ms)
	Comments

	
	Min
	Mean
	Max
	

	eNB(SGW/PGW(ITS AS(BM-SC
	Mean
	Max
	backhaul delay sub_a
	

	BM-SC ( eNB
	Mean
	Max
	backhaul delay sub_b
	

	Total
	Mean
	Max
	backhaul delay sub_a + backhaul delay sub_b
	


(L-DL_uc) eNB to UE via unicast DL
This latency component addresses the time duration from the time eNB has V2V message to send and to the time the UE receives the V2V message over unicast DL.
For the analysis of this latency component, it is assumed that all UEs (vehicles or RSU) are in RRC_CONNECTED so that the latency required for idle to connected state and dedicated bearer setup is not considered
Note
· 
User plane latency from eNB to UE over unicast DL is based on the analysis in the section A1.1 of TR 36.881[3] 
The latency of L-DL_uc is presented in the following table. 
3.2.10 Latency for V2V message transmission from eNB to V-UE via unicast DL
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	eNB ( destination UE
	Mean
	Max
	4+8*Target BLER(%)/100


	Step for DL transmission (Section A1.1 of TR36.881):
1. 1.5 TTI for eNB processing and scheduling
2. (1+p*8) TTI  for eNB transmission with p is initial BLER

3. 1.5 TTI for UE L1/L2 processing

	RX UE processing
	Mean
	Max
	upper layer processing
	\

	Total
	Mean
	Max
	4+8*Target BLER(%)/100 + upper layer processing
	


(L-DL_mbms) eNB to UE via MBMS DL
This latency component addresses the latency from when a V2X message to send arrives at the eNB to when the UE successfully receives the V2V message over MBMS. This latency component comprises the followings:

· 
L_DL_mbms_a: Latency due to buffering packets at the eNB waiting for next MSP. Depending on when the packet is received from the BM-SC, L_DL_mbms_a varies from MSP to 1ms.

· 
L_DL_mbms_b: within the MSP, time to wait for the MTCH transmission opportunity. It can vary from 1ms to MSP depending on where MTCH subframes are located in the MSP.

Based on this analysis , the latency of L-DL_mbms is presented in the following table. 
3.2.11 L-DL_mbms: Latency for V2V message transmission from eNB to V-UE via MBMS
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	Wait for MTCH opportunity
	2
	MSP/2+1
	MSP+1
	Depending on packet arrival time at eNB and MCH Scheduling Period (MSP) \

	DL transmission 
	2.5
	2.5
	2.5
	Assumed 1ms TTI and 1.5ms UE L1/L2 processing time

	RX UE processing
	upper layer processing
	upper layer processing
	upper layer processing
	

	Total
	4.5+ upper layer processing
	3.5+MSP/2+ upper layer processing
	3.5+MSP + upper layer processing
	


(L-DL_scptm) eNB to UE via SCPTM DL
This latency component addresses the latency from when the packet arrives at the eNB to when the UE successfully receives the V2V message over SCPTM. This latency component comprises the followings:

· 
L_DL_scptm_a: Latency due to buffering packets at the eNB waiting for next SSP. Depending on when the packet is received from the BM-SC, L_DL_sptm_a varies from SSP to 1ms.
· 
L_DL_scptm_b: within the SSP, time to wait for the SCPTM transmission opportunity. It can vary from 1ms to SSP depending on where SCPTM subframes are located in the SSP.
The latency of L-DL_scptm is presented in the following table. 
3.2.12 L-DL_scptm: Latency for V2V message transmission from eNB to V-UE via SCPTM
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	Wait for SCPTM opportunity
	2
	max(SSP/2+1,2)
	SSP+1
	Depending on packet arrival time at eNB and SCPTM Scheduling Period (SSP) 

	DL transmission 
	2.5
	2.5
	2.5
	1ms TTI and 1.5ms UE L1/L2 processing time are assumed

	RX UE processing
	upper layer processing
	upper layer processing
	upper layer processing
	

	Total
	4.5 + upper layer processing
	2.5+max(SSP/2+1,2)+upper layer processing
	3.5+SSP)+upper layer processing
	


(L-paging) 
Reception of paging message

This latency component addresses the time duration from the time paging message is arrived at eNB and to the time the UE successfully receives the paging message.
The latency of L-paging is presented in the following table. 
3.2.13 L-paging: Latency for reception of paging message
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	paging cycle
	Mean
	paging cycle /2
	paging cycle 
	

	eNB ( UE
	Mean
	2.5
	2.5
	Assumed 1ms TTI and 1.5ms UE L1/L2 processing time

	Total
	Mean
	paging cycle/2 + 4
	paging cycle + 4
	


(L-SL_config) 
Reception of sidelink configuration via dedicated signaling 

This latency component addresses the time duration from the time UE sends SidelinkUEInformation for transmission resource request to the end time destination UE is configured with sidelink configuration via dedicated signaling.
The latency of L-SL_config is presented in the following table. 
3.2.14 L-SL_config: Latency for reception of sidelink configuration via dedicated signalling
	Description
	Time (ms)
	Description

	
	Mean
	Mean
	Max
	

	L-UL_dynamic_bsr

	Mean
	Max
	17.5+SR period/2 + (1+8*Target BLER%/100)

 
	Transmission of SidelinkUEInformation

See the description for latency component, L-UL_dynamic_bsr

	eNB ( destination UE
	Mean
	Max
	4+8*Target BLER(%)/100


	Reception of RRCConnectionReconfiguration including dedicated sidelink configuration

See the description for latency sub-component, eNB ( destination UE in the L-DL_uc

	Total
	Mean
	Max
	22.5 + SR period/2 + 16*Target BLER%/100
	


(L-RSU) 
RSU processing
3.2.15 L-RSU: RSU processing:
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	RSU processing
	Mean
	Max
	upper layer processing 
	Upper layer processing timer as defined in section 3.1 is assumed

	Total
	Mean
	Max
	upper layer processing
	


3.4 Overall Latency of Each Scenario 
List of parameter sets for evaluation
Family of parameter set 1
	Configuration 
	Set 1a
	Set 1b
	Set 1c
	Set 1d

	UL scheduling scheme
	 Dynamic with BSR
	 Dynamic w/o BSR
	 Dynamic with BSR
	 Dynamic with BSR

	SR period
	1
	1
	1
	1

	SPS period
	N/A
	N/A
	N/A
	N/A

	MCH scheduling period
	40
	40
	40
	40

	SCPTM scheduling period
	10
	10
	10
	1

	SL scheduling scheme
	Mode2
	Mode2
	Mode1
	Mode2


Family of parameter set 2
	Configuration 
	Set 12
	Set 2b
	Set 2c
	Set 2d

	UL scheduling scheme
	 Dynamic with BSR
	 Dynamic w/o BSR
	 Dynamic with BSR
	 Dynamic with BSR

	SR period
	10
	10
	10
	10

	SPS period
	N/A
	N/A
	N/A
	N/A

	MCH scheduling period
	40
	40
	40
	40

	SCPTM scheduling period
	10
	10
	10
	1

	SL scheduling scheme
	Mode2
	Mode2
	Mode1
	Mode2


Family of parameter set 3
	Configuration 
	Set 3a
	Set 3b
	Set 3c

	UL scheduling scheme
	 SPS
	 SPS
	 SPS

	SR period
	10
	10
	10

	SPS period
	10
	10
	10

	MCH scheduling period
	40
	40
	40

	SCPTM scheduling period
	10
	10
	1

	SL scheduling scheme
	Mode2
	Mode1
	Mode2


Family of parameter set 4
	Configuration 
	Set 4a
	Set 4b
	Set 4c

	UL scheduling scheme
	 SPS
	 SPS
	 SPS

	SR period
	10
	10
	10

	SPS period
	40
	40
	40

	MCH scheduling period
	40
	40
	40

	SCPTM scheduling period
	10
	10
	1

	SL scheduling scheme
	Mode2
	Mode1
	Mode2


Family of parameter set 5
	Configuration 
	Set 5a
	Set 5b
	Set 5c

	UL scheduling scheme
	 SPS
	 SPS
	 SPS

	SR period
	10
	10
	10

	SPS period
	10
	10
	10

	MCH scheduling period
	80
	80
	80

	SCPTM scheduling period
	10
	10
	1

	SL scheduling scheme
	Mode2
	Mode1
	Mode2


Parameter set 1a
Parameter set:
	Configuration 
	Values/policy

	UL scheduling scheme
	Dynamic with BSR

	SR period
	1

	SPS period
	N/A

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	mode2


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	130.1
	164.1
	52.5
	86

	S2-1: UL→DL_uc
	311.6
	472.1
	47.6
	48.1

	S2-2: UL→DL_mbms
	117.8
	138.3
	67.8
	88.3

	S2-3: UL→DL_scptm
	102.8
	108.3
	52.8
	58.3

	S3A-1: SL→UL→DL_uc
	444.7
	639.2
	103.1
	137.1

	S3A-2: SL→UL→DL_mbms
	250.9
	305.4
	123.3
	177.3

	S3A-3: SL→UL→DL_scptm
	235.9
	275.4
	108.3
	147.3

	S3B-1: UL→DL_uc→SL
	394.7
	589.2
	103.1
	137.1

	S3B-2: UL→DL_mbms→SL
	250.9
	305.4
	123.3
	177.3

	S3B-3: UL→DL_scptm→SL
	235.9
	275.4
	108.3
	147.3


Parameter set 1b
Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	Dynamic without BSR

	SR period
	1

	SPS period
	N/A

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	mode2


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	130.1
	164.1
	52.5
	86

	S2-1: UL→DL_uc
	303.6
	464.1
	39.6
	40.1

	S2-2: UL→DL_mbms
	109.8
	130.3
	59.8
	80.3

	S2-3: UL→DL_scptm
	94.8
	100.3
	44.8
	50.3

	S3A-1: SL→UL→DL_uc
	436.7
	631.2
	95.1
	129.1

	S3A-2: SL→UL→DL_mbms
	242.9
	297.4
	115.3
	169.3

	S3A-3: SL→UL→DL_scptm
	227.9
	267.4
	100.3
	139.3

	S3B-1: UL→DL_uc→SL
	386.7
	581.2
	95.1
	129.1

	S3B-2: UL→DL_mbms→SL
	242.9
	297.4
	115.3
	169.3

	S3B-3: UL→DL_scptm→SL
	227.9
	267.4
	100.3
	139.3


Parameter set 1c
Parameter set:
	Configuration 
	Values/policy

	UL scheduling scheme
	Dynamic with BSR

	SR period
	1

	SPS period
	N/A

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	mode1


Overall latency results:
	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	138.6
	173.1
	61
	95

	S2-1: UL→DL_uc
	311.6
	472.1
	47.6
	48.1

	S2-2: UL→DL_mbms
	117.8
	138.3
	67.8
	88.3

	S2-3: UL→DL_scptm
	102.8
	108.3
	52.8
	58.3

	S3A-1: SL→UL→DL_uc
	453.2
	648.2
	111.6
	146.1

	S3A-2: SL→UL→DL_mbms
	259.4
	314.4
	131.8
	186.3

	S3A-3: SL→UL→DL_scptm
	244.4
	284.4
	116.8
	156.3

	S3B-1: UL→DL_uc→SL
	403.2
	598.2
	111.6
	146.1

	S3B-2: UL→DL_mbms→SL
	259.4
	314.4
	131.8
	186.3

	S3B-3: UL→DL_scptm→SL
	244.4
	284.4
	116.8
	156.3


Parameter set 1d
Parameter set:
	Configuration 
	Values/policy

	UL scheduling scheme
	Dynamic with BSR

	SR period
	1

	SPS period
	N/A

	MCH scheduling period
	40

	SCPTM scheduling period
	1

	SL scheduling scheme
	mode2


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	130.1
	164.1
	52.5
	86

	S2-1: UL→DL_uc
	311.6
	472.1
	47.6
	48.1

	S2-2: UL→DL_mbms
	117.8
	138.3
	67.8
	88.3

	S2-3: UL→DL_scptm
	98.3
	99.3
	48.3
	49.3

	S3A-1: SL→UL→DL_uc
	444.7
	639.2
	103.1
	137.1

	S3A-2: SL→UL→DL_mbms
	250.9
	305.4
	123.3
	177.3

	S3A-3: SL→UL→DL_scptm
	231.4
	266.4
	103.8
	138.3

	S3B-1: UL→DL_uc→SL
	394.7
	589.2
	103.1
	137.1

	S3B-2: UL→DL_mbms→SL
	250.9
	305.4
	123.3
	177.3

	S3B-3: UL→DL_scptm→SL
	231.4
	266.4
	103.8
	138.3


Parameter set 2a
Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	Dynamic with BSR

	SR period
	10

	SPS period
	N/A

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	mode2


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	134.6
	173.1
	52.5
	86

	S2-1: UL→DL_uc
	316.1
	481.1
	52.1
	57.1

	S2-2: UL→DL_mbms
	122.3
	147.3
	72.3
	97.3

	S2-3: UL→DL_scptm
	107.3
	117.3
	57.3
	67.3

	S3A-1: SL→UL→DL_uc
	453.7
	657.2
	107.6
	146.1

	S3A-2: SL→UL→DL_mbms
	259.9
	323.4
	127.8
	186.3

	S3A-3: SL→UL→DL_scptm
	244.9
	293.4
	112.8
	156.3

	S3B-1: UL→DL_uc→SL
	403.7
	607.2
	107.6
	146.1

	S3B-2: UL→DL_mbms→SL
	259.9
	323.4
	127.8
	186.3

	S3B-3: UL→DL_scptm→SL
	244.9
	293.4
	112.8
	156.3


Parameter set 2b
Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	Dynamic without BSR

	SR period
	10

	SPS period
	N/A

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	mode2


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	134.6
	173.1
	52.5
	86

	S2-1: UL→DL_uc
	308.1
	473.1
	44.1
	49.1

	S2-2: UL→DL_mbms
	114.3
	139.3
	64.3
	89.3

	S2-3: UL→DL_scptm
	99.3
	109.3
	49.3
	59.3

	S3A-1: SL→UL→DL_uc
	445.7
	649.2
	99.6
	138.1

	S3A-2: SL→UL→DL_mbms
	251.9
	315.4
	119.8
	178.3

	S3A-3: SL→UL→DL_scptm
	236.9
	285.4
	104.8
	148.3

	S3B-1: UL→DL_uc→SL
	395.7
	599.2
	99.6
	138.1

	S3B-2: UL→DL_mbms→SL
	251.9
	315.4
	119.8
	178.3

	S3B-3: UL→DL_scptm→SL
	236.9
	285.4
	104.8
	148.3


Parameter set 2c
Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	Dynamic with BSR

	SR period
	10

	SPS period
	N/A

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	mode1


Overall latency results:
	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	147.6
	191.1
	65.5
	104

	S2-1: UL→DL_uc
	316.1
	481.1
	52.1
	57.1

	S2-2: UL→DL_mbms
	122.3
	147.3
	72.3
	97.3

	S2-3: UL→DL_scptm
	107.3
	117.3
	57.3
	67.3

	S3A-1: SL→UL→DL_uc
	466.7
	675.2
	120.6
	164.1

	S3A-2: SL→UL→DL_mbms
	272.9
	341.4
	140.8
	204.3

	S3A-3: SL→UL→DL_scptm
	257.9
	311.4
	125.8
	174.3

	S3B-1: UL→DL_uc→SL
	416.7
	625.2
	120.6
	164.1

	S3B-2: UL→DL_mbms→SL
	272.9
	341.4
	140.8
	204.3

	S3B-3: UL→DL_scptm→SL
	257.9
	311.4
	125.8
	174.3


Parameter set 2d
Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	Dynamic with BSR

	SR period
	10

	SPS period
	N/A

	MCH scheduling period
	40

	SCPTM scheduling period
	1

	SL scheduling scheme
	Mode2


Overall latency results:
	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	134.6
	173.1
	52.5
	86

	S2-1: UL→DL_uc
	316.1
	481.1
	52.1
	57.1

	S2-2: UL→DL_mbms
	122.3
	147.3
	72.3
	97.3

	S2-3: UL→DL_scptm
	102.8
	108.3
	52.8
	58.3

	S3A-1: SL→UL→DL_uc
	453.7
	657.2
	107.6
	146.1

	S3A-2: SL→UL→DL_mbms
	259.9
	323.4
	127.8
	186.3

	S3A-3: SL→UL→DL_scptm
	240.4
	284.4
	108.3
	147.3

	S3B-1: UL→DL_uc→SL
	403.7
	607.2
	107.6
	146.1

	S3B-2: UL→DL_mbms→SL
	259.9
	323.4
	127.8
	186.3

	S3B-3: UL→DL_scptm→SL
	240.4
	284.4
	108.3
	147.3


Parameter set 3a
Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	10

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	Mode2


Overall latency results:
	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	134.6
	173.1
	52.5
	86

	S2-1: UL→DL_uc
	299.8
	464.8
	35.8
	40.8

	S2-2: UL→DL_mbms
	106
	131
	56
	81

	S2-3: UL→DL_scptm
	91
	101
	41
	51

	S3A-1: SL→UL→DL_uc
	437.4
	640.9
	91.3
	129.8

	S3A-2: SL→UL→DL_mbms
	243.6
	307.1
	111.5
	170

	S3A-3: SL→UL→DL_scptm
	228.6
	277.1
	96.5
	140

	S3B-1: UL→DL_uc→SL
	387.4
	590.9
	91.3
	129.8

	S3B-2: UL→DL_mbms→SL
	243.6
	307.1
	111.5
	170

	S3B-3: UL→DL_scptm→SL
	228.6
	277.1
	96.5
	140


Parameter set 3b
Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	10

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	mode1


Overall latency results:
	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	147.6
	191.1
	65.5
	104

	S2-1: UL→DL_uc
	299.8
	464.8
	35.8
	40.8

	S2-2: UL→DL_mbms
	106
	131
	56
	81

	S2-3: UL→DL_scptm
	91
	101
	41
	51

	S3A-1: SL→UL→DL_uc
	450.4
	658.9
	104.3
	147.8

	S3A-2: SL→UL→DL_mbms
	256.6
	325.1
	124.5
	188

	S3A-3: SL→UL→DL_scptm
	241.6
	295.1
	109.5
	158

	S3B-1: UL→DL_uc→SL
	400.4
	608.9
	104.3
	147.8

	S3B-2: UL→DL_mbms→SL
	256.6
	325.1
	124.5
	188

	S3B-3: UL→DL_scptm→SL
	241.6
	295.1
	109.5
	158


Parameter set 3c

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	10

	MCH scheduling period
	40

	SCPTM scheduling period
	1

	SL scheduling scheme
	Mode2


Overall latency results:
	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	134.6
	173.1
	52.5
	86

	S2-1: UL→DL_uc
	299.8
	464.8
	35.8
	40.8

	S2-2: UL→DL_mbms
	106
	131
	56
	81

	S2-3: UL→DL_scptm
	86.5
	92
	36.5
	42

	S3A-1: SL→UL→DL_uc
	437.4
	640.9
	91.3
	129.8

	S3A-2: SL→UL→DL_mbms
	243.6
	307.1
	111.5
	170

	S3A-3: SL→UL→DL_scptm
	224.1
	268.1
	92
	131

	S3B-1: UL→DL_uc→SL
	387.4
	590.9
	91.3
	129.8

	S3B-2: UL→DL_mbms→SL
	243.6
	307.1
	111.5
	170

	S3B-3: UL→DL_scptm→SL
	224.1
	268.1
	92
	131


Parameter set 4a

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	40

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	Mode2


Overall latency results:
	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	134.6
	173.1
	52.5
	86

	S2-1: UL→DL_uc
	314.8
	494.8
	50.8
	70.8

	S2-2: UL→DL_mbms
	121
	161
	71
	111

	S2-3: UL→DL_scptm
	106
	131
	56
	81

	S3A-1: SL→UL→DL_uc
	452.4
	670.9
	106.3
	159.8

	S3A-2: SL→UL→DL_mbms
	258.6
	337.1
	126.5
	200

	S3A-3: SL→UL→DL_scptm
	243.6
	307.1
	111.5
	170

	S3B-1: UL→DL_uc→SL
	402.4
	620.9
	106.3
	159.8

	S3B-2: UL→DL_mbms→SL
	258.6
	337.1
	126.5
	200

	S3B-3: UL→DL_scptm→SL
	243.6
	307.1
	111.5
	170


Parameter set 4b

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	40

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	mode1


Overall latency results:
	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	147.6
	191.1
	65.5
	104

	S2-1: UL→DL_uc
	314.8
	494.8
	50.8
	70.8

	S2-2: UL→DL_mbms
	121
	161
	71
	111

	S2-3: UL→DL_scptm
	106
	131
	56
	81

	S3A-1: SL→UL→DL_uc
	465.4
	688.9
	119.3
	177.8

	S3A-2: SL→UL→DL_mbms
	271.6
	355.1
	139.5
	218

	S3A-3: SL→UL→DL_scptm
	256.6
	325.1
	124.5
	188

	S3B-1: UL→DL_uc→SL
	415.4
	638.9
	119.3
	177.8

	S3B-2: UL→DL_mbms→SL
	271.6
	355.1
	139.5
	218

	S3B-3: UL→DL_scptm→SL
	256.6
	325.1
	124.5
	188


Parameter set 4c

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	40

	MCH scheduling period
	40

	SCPTM scheduling period
	1

	SL scheduling scheme
	Mode2


Overall latency results:
	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	134.6
	173.1
	52.5
	86

	S2-1: UL→DL_uc
	314.8
	494.8
	50.8
	70.8

	S2-2: UL→DL_mbms
	121
	161
	71
	111

	S2-3: UL→DL_scptm
	101.5
	122
	51.5
	72

	S3A-1: SL→UL→DL_uc
	452.4
	670.9
	106.3
	159.8

	S3A-2: SL→UL→DL_mbms
	258.6
	337.1
	126.5
	200

	S3A-3: SL→UL→DL_scptm
	239.1
	298.1
	107
	161

	S3B-1: UL→DL_uc→SL
	402.4
	620.9
	106.3
	159.8

	S3B-2: UL→DL_mbms→SL
	258.6
	337.1
	126.5
	200

	S3B-3: UL→DL_scptm→SL
	239.1
	298.1
	107
	161


Parameter set 5a
Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	80

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	Mode2


Overall latency results:
	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	134.6
	173.1
	52.5
	86

	S2-1: UL→DL_uc
	334.8
	534.8
	70.8
	110.8

	S2-2: UL→DL_mbms
	141
	201
	91
	151

	S2-3: UL→DL_scptm
	126
	171
	76
	121

	S3A-1: SL→UL→DL_uc
	472.4
	710.9
	126.3
	199.8

	S3A-2: SL→UL→DL_mbms
	278.6
	377.1
	146.5
	240

	S3A-3: SL→UL→DL_scptm
	263.6
	347.1
	131.5
	210

	S3B-1: UL→DL_uc→SL
	422.4
	660.9
	126.3
	199.8

	S3B-2: UL→DL_mbms→SL
	278.6
	377.1
	146.5
	240

	S3B-3: UL→DL_scptm→SL
	263.6
	347.1
	131.5
	210


Parameter set 5b
Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	80

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	Mode1


Overall latency results:
	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	147.6
	191.1
	65.5
	104

	S2-1: UL→DL_uc
	334.8
	534.8
	70.8
	110.8

	S2-2: UL→DL_mbms
	141
	201
	91
	151

	S2-3: UL→DL_scptm
	126
	171
	76
	121

	S3A-1: SL→UL→DL_uc
	485.4
	728.9
	139.3
	217.8

	S3A-2: SL→UL→DL_mbms
	291.6
	395.1
	159.5
	258

	S3A-3: SL→UL→DL_scptm
	276.6
	365.1
	144.5
	228

	S3B-1: UL→DL_uc→SL
	435.4
	678.9
	139.3
	217.8

	S3B-2: UL→DL_mbms→SL
	291.6
	395.1
	159.5
	258

	S3B-3: UL→DL_scptm→SL
	276.6
	365.1
	144.5
	228


Parameter set 5c

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	80

	MCH scheduling period
	40

	SCPTM scheduling period
	1

	SL scheduling scheme
	Mode2


Overall latency results:
	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	134.6
	173.1
	52.5
	86

	S2-1: UL→DL_uc
	334.8
	534.8
	70.8
	110.8

	S2-2: UL→DL_mbms
	141
	201
	91
	151

	S2-3: UL→DL_scptm
	121.5
	162
	71.5
	112

	S3A-1: SL→UL→DL_uc
	472.4
	710.9
	126.3
	199.8

	S3A-2: SL→UL→DL_mbms
	278.6
	377.1
	146.5
	240

	S3A-3: SL→UL→DL_scptm
	259.1
	338.1
	127
	201

	S3B-1: UL→DL_uc→SL
	422.4
	660.9
	126.3
	199.8

	S3B-2: UL→DL_mbms→SL
	278.6
	377.1
	146.5
	240

	S3B-3: UL→DL_scptm→SL
	259.1
	338.1
	127
	201



4 Proposed observations

Editor’s Note: proposed observation will be provided if the discussion on section 3.1-3.3 and sections becomes stable, i.e. the overall latency results to be included in the section 3.4 are reliable. 

All of the observations in this section were drawn based on the above latency analysis with the following assumptions:

· 
· Connection establishment failure is not considered, i.e. additional latency due to connection establishment failure is not considered 
· Mobility is not considered, i.e. additional latency due to mobility is not considered.
· Channel capacity is not considered, i.e. additional latency due to capacity shortage is not considered.
· 
· 
Considering the assumptions above it can be said that the latency analysis outlines sort of upper-bounded latency performance. In real deployment where some assumptions are no longer always true, actual latency may become worse than the value provided in the section 8.x.1. 

The following observations can be drawn for downlink unicast transmissions in Scenario 2:
Observation 0: If receive UE is in RRC_IDLE, reception of V2X message via a unicast bearer cannot fulfil V2V latency requirement (i.e. 100 ms)   .
Observation 1: When a source UE transmits a V2X message via a unicast bearer in uplink and all destination UEs receive it via their unicast bearers in downlink in Scenario 2, E-UTRAN can meet V2V latency requirement (i.e. 100 ms) in the following sets of conditions:

· Condition set 1:

· if transmit UE and receive UE are both in RRC_CONNECTED; and
· if the following scheduling for uplink transmission of the V2X message is used:
· if the SR period set to 1 or 10ms (even some longer value) in case dynamic scheduling is applied to uplink transmission of the V2X message; or
· if the SR period is set to 1 or 10 ms in case dynamic scheduling without BSR is applied to uplink transmission of the V2X message; or
· if the SPS period is set to 10ms or 40ms (i.e. less than 80ms) in case semi-persistent scheduling is applied to uplink transmission of the V2X message.


· 
· 
· 
· 
· 
· 
· 
· 
· 
The following observations can be drawn for downlink MBSFN transmissions in Scenario 2:

Observation 2: When a source UE transmits a V2X message via a unicast bearer in uplink and all destination UEs receive it via MBSFN in downlink in Scenario 2, V2V latency requirement (i.e. 100 ms) can be met in the following sets of conditions:

· Condition set 2:

· if the UE transmitting a V2X message is in RRC_CONNECTED; and
· if the following scheduling for uplink transmission of the V2X message is used:

· if the SR period is set to 1 or 10ms in case dynamic scheduling is applied to uplink transmission of the V2X message regardless of whether or not to use BSR; or
· if the SPS period is set to 10ms in case semi-persistent scheduling is applied to uplink transmission of the V2X message.


· 
· 
· 
· 
· 
· 
· 
The following observations can be drawn for downlink SC-PTM transmissions in Scenario 2:

Observation 3: When a source UE transmits a V2X message via a unicast bearer in uplink and all destination UEs receive it via SC-PTM in downlink in Scenario 2, V2V latency requirement (i.e. 100 ms) can be met in any of the following sets of conditions:

· Condition set 3a: 
· if the UE transmitting a V2X message is in RRC_CONNECTED; and
· if the following scheduling for uplink transmission of the V2X message is used:

· if the SR period is set to 1 or 10ms in case dynamic scheduling is applied to uplink transmission of the V2X message; or
· if the SPS period is set to 40ms or less in case semi-persistent scheduling is applied to uplink transmission of the V2X message.

· Condition set 3b:

· if the UE transmitting a V2X message is in RRC_IDLE or RRC_CONNECTED; and
· if the following scheduling for uplink transmission of the V2X message is used:

· if the SR period is set to 1 in case dynamic scheduling is applied to uplink transmission of the V2X message; or
· if the SPS period is set to 10ms or less in case semi-persistent scheduling is applied to uplink transmission of the V2X message.


· 
· 
· 
· 
· 
· 
· 
The following general observations can be drawn:

Observation 4: V2V latency requirement (i.e. 100 ms) cannot be met in Scenario 3 without enhancement for unicast, SC-PTM and MBSFN.

Observation 5: SC-PTM transmission provides lower latency than MBSFN transmission due to additional scheduling delay in MBSFN.

Observation 6: Dynamic scheduling provides lower latency than semi-persistent scheduling in uplink.

Observation 7: Dynamic scheduling without BSR provides lower latency than dynamic scheduling with BSR in uplink.

Observation 8: Uu transport of V2V can provide lower latency than PC5 transport of V2V with no enhancement in some cases.
Observation 9: PC5 transport of V2V cannot meet the V2V requirement in case that mode 1 is configured and SR period is equal to or above l0ms.
Observation 10: Semi Persistent Scheduling introduces latency in case there is timing mismatch between V2V message generation at upper layer and SPS transmission opportunity at AS. 

5 Conclusion

Proposal1: To agree on section3 and section4. 

Proposal2: To capture section3 and section4 into TR 36.885, as provided in the Text Proposal in this paper. 
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8.x
Latency Analysis

8.x.1
Evaluation of overall latency
In this section, the overall latency results of scenarios listed in section [x.x.x] using different parameter sets are provided. 
List of parameter sets for evaluation

Family of parameter set 1:
	Configuration 
	Set 1a
	Set 1b
	Set 1c
	Set 1d

	UL scheduling scheme
	 Dynamic with BSR
	 Dynamic w/o BSR
	 Dynamic with BSR
	 Dynamic with BSR

	SR period
	1
	1
	1
	1

	SPS period
	N/A
	N/A
	N/A
	N/A

	MCH scheduling period
	40
	40
	40
	40

	SCPTM scheduling period
	10
	10
	10
	1

	SL scheduling scheme
	Mode2
	Mode2
	Mode1
	Mode2


Family of parameter set 2:
	Configuration 
	Set 12
	Set 2b
	Set 2c
	Set 2d

	UL scheduling scheme
	 Dynamic with BSR
	 Dynamic w/o BSR
	 Dynamic with BSR
	 Dynamic with BSR

	SR period
	10
	10
	10
	10

	SPS period
	N/A
	N/A
	N/A
	N/A

	MCH scheduling period
	40
	40
	40
	40

	SCPTM scheduling period
	10
	10
	10
	1

	SL scheduling scheme
	Mode2
	Mode2
	Mode1
	Mode2


Family of parameter set 3:
	Configuration 
	Set 3a
	Set 3b
	Set 3c

	UL scheduling scheme
	 SPS
	 SPS
	 SPS

	SR period
	10
	10
	10

	SPS period
	10
	10
	10

	MCH scheduling period
	40
	40
	40

	SCPTM scheduling period
	10
	10
	1

	SL scheduling scheme
	Mode2
	Mode1
	Mode2


Family of parameter set 4:
	Configuration 
	Set 4a
	Set 4b
	Set 4c

	UL scheduling scheme
	 SPS
	 SPS
	 SPS

	SR period
	10
	10
	10

	SPS period
	40
	40
	40

	MCH scheduling period
	40
	40
	40

	SCPTM scheduling period
	10
	10
	1

	SL scheduling scheme
	Mode2
	Mode1
	Mode2


Family of parameter set 5:
	Configuration 
	Set 5a
	Set 5b
	Set 5c

	UL scheduling scheme
	 SPS
	 SPS
	 SPS

	SR period
	10
	10
	10

	SPS period
	10
	10
	10

	MCH scheduling period
	80
	80
	80

	SCPTM scheduling period
	10
	10
	1

	SL scheduling scheme
	Mode2
	Mode1
	Mode2


The overall latency results for each parameter set are presented below. 
Parameter set 1a: 

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	Dynamic with BSR

	SR period
	1

	SPS period
	N/A

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	mode2


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	130.1
	164.1
	52.5
	86

	S2-1: UL→DL_uc
	311.6
	472.1
	47.6
	48.1

	S2-2: UL→DL_mbms
	117.8
	138.3
	67.8
	88.3

	S2-3: UL→DL_scptm
	102.8
	108.3
	52.8
	58.3

	S3A-1: SL→UL→DL_uc
	444.7
	639.2
	103.1
	137.1

	S3A-2: SL→UL→DL_mbms
	250.9
	305.4
	123.3
	177.3

	S3A-3: SL→UL→DL_scptm
	235.9
	275.4
	108.3
	147.3

	S3B-1: UL→DL_uc→SL
	394.7
	589.2
	103.1
	137.1

	S3B-2: UL→DL_mbms→SL
	250.9
	305.4
	123.3
	177.3

	S3B-3: UL→DL_scptm→SL
	235.9
	275.4
	108.3
	147.3


Parameter set 1b: 

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	Dynamic without BSR

	SR period
	1

	SPS period
	N/A

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	mode2


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	130.1
	164.1
	52.5
	86

	S2-1: UL→DL_uc
	303.6
	464.1
	39.6
	40.1

	S2-2: UL→DL_mbms
	109.8
	130.3
	59.8
	80.3

	S2-3: UL→DL_scptm
	94.8
	100.3
	44.8
	50.3

	S3A-1: SL→UL→DL_uc
	436.7
	631.2
	95.1
	129.1

	S3A-2: SL→UL→DL_mbms
	242.9
	297.4
	115.3
	169.3

	S3A-3: SL→UL→DL_scptm
	227.9
	267.4
	100.3
	139.3

	S3B-1: UL→DL_uc→SL
	386.7
	581.2
	95.1
	129.1

	S3B-2: UL→DL_mbms→SL
	242.9
	297.4
	115.3
	169.3

	S3B-3: UL→DL_scptm→SL
	227.9
	267.4
	100.3
	139.3


Parameter set 1c:

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	Dynamic with BSR

	SR period
	1

	SPS period
	N/A

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	mode1


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	138.6
	173.1
	61
	95

	S2-1: UL→DL_uc
	311.6
	472.1
	47.6
	48.1

	S2-2: UL→DL_mbms
	117.8
	138.3
	67.8
	88.3

	S2-3: UL→DL_scptm
	102.8
	108.3
	52.8
	58.3

	S3A-1: SL→UL→DL_uc
	453.2
	648.2
	111.6
	146.1

	S3A-2: SL→UL→DL_mbms
	259.4
	314.4
	131.8
	186.3

	S3A-3: SL→UL→DL_scptm
	244.4
	284.4
	116.8
	156.3

	S3B-1: UL→DL_uc→SL
	403.2
	598.2
	111.6
	146.1

	S3B-2: UL→DL_mbms→SL
	259.4
	314.4
	131.8
	186.3

	S3B-3: UL→DL_scptm→SL
	244.4
	284.4
	116.8
	156.3


Parameter set 2a:

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	Dynamic with BSR

	SR period
	10

	SPS period
	N/A

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	mode2


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	134.6
	173.1
	52.5
	86

	S2-1: UL→DL_uc
	316.1
	481.1
	52.1
	57.1

	S2-2: UL→DL_mbms
	122.3
	147.3
	72.3
	97.3

	S2-3: UL→DL_scptm
	107.3
	117.3
	57.3
	67.3

	S3A-1: SL→UL→DL_uc
	453.7
	657.2
	107.6
	146.1

	S3A-2: SL→UL→DL_mbms
	259.9
	323.4
	127.8
	186.3

	S3A-3: SL→UL→DL_scptm
	244.9
	293.4
	112.8
	156.3

	S3B-1: UL→DL_uc→SL
	403.7
	607.2
	107.6
	146.1

	S3B-2: UL→DL_mbms→SL
	259.9
	323.4
	127.8
	186.3

	S3B-3: UL→DL_scptm→SL
	244.9
	293.4
	112.8
	156.3


Parameter set 2b:

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	Dynamic without BSR

	SR period
	10

	SPS period
	N/A

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	mode2


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	134.6
	173.1
	52.5
	86

	S2-1: UL→DL_uc
	308.1
	473.1
	44.1
	49.1

	S2-2: UL→DL_mbms
	114.3
	139.3
	64.3
	89.3

	S2-3: UL→DL_scptm
	99.3
	109.3
	49.3
	59.3

	S3A-1: SL→UL→DL_uc
	445.7
	649.2
	99.6
	138.1

	S3A-2: SL→UL→DL_mbms
	251.9
	315.4
	119.8
	178.3

	S3A-3: SL→UL→DL_scptm
	236.9
	285.4
	104.8
	148.3

	S3B-1: UL→DL_uc→SL
	395.7
	599.2
	99.6
	138.1

	S3B-2: UL→DL_mbms→SL
	251.9
	315.4
	119.8
	178.3

	S3B-3: UL→DL_scptm→SL
	236.9
	285.4
	104.8
	148.3


Parameter set 2c:

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	Dynamic with BSR

	SR period
	10

	SPS period
	N/A

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	mode1


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	147.6
	191.1
	65.5
	104

	S2-1: UL→DL_uc
	316.1
	481.1
	52.1
	57.1

	S2-2: UL→DL_mbms
	122.3
	147.3
	72.3
	97.3

	S2-3: UL→DL_scptm
	107.3
	117.3
	57.3
	67.3

	S3A-1: SL→UL→DL_uc
	466.7
	675.2
	120.6
	164.1

	S3A-2: SL→UL→DL_mbms
	272.9
	341.4
	140.8
	204.3

	S3A-3: SL→UL→DL_scptm
	257.9
	311.4
	125.8
	174.3

	S3B-1: UL→DL_uc→SL
	416.7
	625.2
	120.6
	164.1

	S3B-2: UL→DL_mbms→SL
	272.9
	341.4
	140.8
	204.3

	S3B-3: UL→DL_scptm→SL
	257.9
	311.4
	125.8
	174.3


Parameter set 3a:

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	10

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	Mode2


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	134.6
	173.1
	52.5
	86

	S2-1: UL→DL_uc
	299.8
	464.8
	35.8
	40.8

	S2-2: UL→DL_mbms
	106
	131
	56
	81

	S2-3: UL→DL_scptm
	91
	101
	41
	51

	S3A-1: SL→UL→DL_uc
	437.4
	640.9
	91.3
	129.8

	S3A-2: SL→UL→DL_mbms
	243.6
	307.1
	111.5
	170

	S3A-3: SL→UL→DL_scptm
	228.6
	277.1
	96.5
	140

	S3B-1: UL→DL_uc→SL
	387.4
	590.9
	91.3
	129.8

	S3B-2: UL→DL_mbms→SL
	243.6
	307.1
	111.5
	170

	S3B-3: UL→DL_scptm→SL
	228.6
	277.1
	96.5
	140


Parameter set 3b:

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	40

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	mode1


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	147.6
	191.1
	65.5
	104

	S2-1: UL→DL_uc
	299.8
	464.8
	35.8
	40.8

	S2-2: UL→DL_mbms
	106
	131
	56
	81

	S2-3: UL→DL_scptm
	91
	101
	41
	51

	S3A-1: SL→UL→DL_uc
	450.4
	658.9
	104.3
	147.8

	S3A-2: SL→UL→DL_mbms
	256.6
	325.1
	124.5
	188

	S3A-3: SL→UL→DL_scptm
	241.6
	295.1
	109.5
	158

	S3B-1: UL→DL_uc→SL
	400.4
	608.9
	104.3
	147.8

	S3B-2: UL→DL_mbms→SL
	256.6
	325.1
	124.5
	188

	S3B-3: UL→DL_scptm→SL
	241.6
	295.1
	109.5
	158


Parameter set 4a

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	40

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	Mode2


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	134.6
	173.1
	52.5
	86

	S2-1: UL→DL_uc
	314.8
	494.8
	50.8
	70.8

	S2-2: UL→DL_mbms
	121
	161
	71
	111

	S2-3: UL→DL_scptm
	106
	131
	56
	81

	S3A-1: SL→UL→DL_uc
	452.4
	670.9
	106.3
	159.8

	S3A-2: SL→UL→DL_mbms
	258.6
	337.1
	126.5
	200

	S3A-3: SL→UL→DL_scptm
	243.6
	307.1
	111.5
	170

	S3B-1: UL→DL_uc→SL
	402.4
	620.9
	106.3
	159.8

	S3B-2: UL→DL_mbms→SL
	258.6
	337.1
	126.5
	200

	S3B-3: UL→DL_scptm→SL
	243.6
	307.1
	111.5
	170


Parameter set 4b

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	40

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	mode1


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	147.6
	191.1
	65.5
	104

	S2-1: UL→DL_uc
	314.8
	494.8
	50.8
	70.8

	S2-2: UL→DL_mbms
	121
	161
	71
	111

	S2-3: UL→DL_scptm
	106
	131
	56
	81

	S3A-1: SL→UL→DL_uc
	465.4
	688.9
	119.3
	177.8

	S3A-2: SL→UL→DL_mbms
	271.6
	355.1
	139.5
	218

	S3A-3: SL→UL→DL_scptm
	256.6
	325.1
	124.5
	188

	S3B-1: UL→DL_uc→SL
	415.4
	638.9
	119.3
	177.8

	S3B-2: UL→DL_mbms→SL
	271.6
	355.1
	139.5
	218

	S3B-3: UL→DL_scptm→SL
	256.6
	325.1
	124.5
	188


Parameter set 4c

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	40

	MCH scheduling period
	40

	SCPTM scheduling period
	1

	SL scheduling scheme
	Mode2


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	134.6
	173.1
	52.5
	86

	S2-1: UL→DL_uc
	314.8
	494.8
	50.8
	70.8

	S2-2: UL→DL_mbms
	121
	161
	71
	111

	S2-3: UL→DL_scptm
	101.5
	122
	51.5
	72

	S3A-1: SL→UL→DL_uc
	452.4
	670.9
	106.3
	159.8

	S3A-2: SL→UL→DL_mbms
	258.6
	337.1
	126.5
	200

	S3A-3: SL→UL→DL_scptm
	239.1
	298.1
	107
	161

	S3B-1: UL→DL_uc→SL
	402.4
	620.9
	106.3
	159.8

	S3B-2: UL→DL_mbms→SL
	258.6
	337.1
	126.5
	200

	S3B-3: UL→DL_scptm→SL
	239.1
	298.1
	107
	161


Parameter set 5a

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	80

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	Mode2


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	134.6
	173.1
	52.5
	86

	S2-1: UL→DL_uc
	334.8
	534.8
	70.8
	110.8

	S2-2: UL→DL_mbms
	141
	201
	91
	151

	S2-3: UL→DL_scptm
	126
	171
	76
	121

	S3A-1: SL→UL→DL_uc
	472.4
	710.9
	126.3
	199.8

	S3A-2: SL→UL→DL_mbms
	278.6
	377.1
	146.5
	240

	S3A-3: SL→UL→DL_scptm
	263.6
	347.1
	131.5
	210

	S3B-1: UL→DL_uc→SL
	422.4
	660.9
	126.3
	199.8

	S3B-2: UL→DL_mbms→SL
	278.6
	377.1
	146.5
	240

	S3B-3: UL→DL_scptm→SL
	263.6
	347.1
	131.5
	210


Parameter set 5b

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	80

	MCH scheduling period
	40

	SCPTM scheduling period
	10

	SL scheduling scheme
	Mode1


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	147.6
	191.1
	65.5
	104

	S2-1: UL→DL_uc
	334.8
	534.8
	70.8
	110.8

	S2-2: UL→DL_mbms
	141
	201
	91
	151

	S2-3: UL→DL_scptm
	126
	171
	76
	121

	S3A-1: SL→UL→DL_uc
	485.4
	728.9
	139.3
	217.8

	S3A-2: SL→UL→DL_mbms
	291.6
	395.1
	159.5
	258

	S3A-3: SL→UL→DL_scptm
	276.6
	365.1
	144.5
	228

	S3B-1: UL→DL_uc→SL
	435.4
	678.9
	139.3
	217.8

	S3B-2: UL→DL_mbms→SL
	291.6
	395.1
	159.5
	258

	S3B-3: UL→DL_scptm→SL
	276.6
	365.1
	144.5
	228


Parameter set 5c

Parameter set:

	Configuration 
	Values/policy

	UL scheduling scheme
	SPS

	SR period
	10

	SPS period
	80

	MCH scheduling period
	40

	SCPTM scheduling period
	1

	SL scheduling scheme
	Mode2


Overall latency results:

	Scenario#
	Mandatory+optional 
	Only mandatory 

	　
	Mean
	Max
	Mean
	Max

	S1: SL
	134.6
	173.1
	52.5
	86

	S2-1: UL→DL_uc
	334.8
	534.8
	70.8
	110.8

	S2-2: UL→DL_mbms
	141
	201
	91
	151

	S2-3: UL→DL_scptm
	121.5
	162
	71.5
	112

	S3A-1: SL→UL→DL_uc
	472.4
	710.9
	126.3
	199.8

	S3A-2: SL→UL→DL_mbms
	278.6
	377.1
	146.5
	240

	S3A-3: SL→UL→DL_scptm
	259.1
	338.1
	127
	201

	S3B-1: UL→DL_uc→SL
	422.4
	660.9
	126.3
	199.8

	S3B-2: UL→DL_mbms→SL
	278.6
	377.1
	146.5
	240

	S3B-3: UL→DL_scptm→SL
	259.1
	338.1
	127
	201


8.x.2
 Observations
All of the observations in this section were drawn based on the above latency analysis with the following assumptions:
· Connection establishment is always successful;
· Handover latency is not considered;
· Channel capacity is not considered so that any value defined in TS 36.331 can be configured without restriction.  
From the assumptions it can be said that the latency analysis provides sort of upper-bounded results. In real deployment where some assumptions are no longer hold always true, actual latency may become worse than the value provided in the section 8.x.1. 
The following observations can be drawn for downlink unicast transmissions in Scenario 2:

Observation 0: If receive UE is in RRC_IDLE, reception of V2X message via a unicast bearer cannot fulfil V2V latency requirement (i.e. 100 ms)   .
Observation 1: When a source UE transmits a V2X message via a unicast bearer in uplink and all destination UEs receive it via their unicast bearers in downlink in Scenario 2, V2V latency requirement (i.e. 100 ms) can be met in the following sets of conditions:

Condition set 1:
· if transmit UE and receive UE are both in RRC_CONNECTED; and
· if the following scheduling for uplink transmission of the V2X message is used:
· if the SR period set to 1 or 10ms (even some longer value) in case dynamic scheduling is applied to uplink transmission of the V2X message; or
· if the SR period is set to 1 or 10 ms in case dynamic scheduling without BSR is applied to uplink transmission of the V2X message; or
· if the SPS period is set to 10ms or 40ms (i.e. less than 80ms) in case semi-persistent scheduling is applied to uplink transmission of the V2X message.

The following observations can be drawn for downlink MBSFN transmissions in Scenario 2:

Observation 2: When a source UE transmits a V2X message via a unicast bearer in uplink and all destination UEs receive it via MBSFN in downlink in Scenario 2, V2V latency requirement (i.e. 100 ms) can be met in the following sets of conditions:

Condition set 2:

· if the UE transmitting a V2X message is in RRC_CONNECTED; and
· if the following scheduling for uplink transmission of the V2X message is used:

· if the SR period is set to 1 or 10ms in case dynamic scheduling is applied to uplink transmission of the V2X message regardless of whether or not to use BSR; or
· if the SPS period is set to 10ms in case semi-persistent scheduling is applied to uplink transmission of the V2X message.

The following observations can be drawn for downlink SC-PTM transmissions in Scenario 2:

Observation 3: When a source UE transmits a V2X message via a unicast bearer in uplink and all destination UEs receive it via SC-PTM in downlink in Scenario 2, V2V latency requirement (i.e. 100 ms) can be met in any of the following sets of conditions:

Condition set 3a:

· if the UE transmitting a V2X message is in RRC_CONNECTED; and
· if the following scheduling for uplink transmission of the V2X message is used:

· if the SR period is set to 1 or 10ms in case dynamic scheduling is applied to uplink transmission of the V2X message; or
· if the SPS period is set to 40ms or less in case semi-persistent scheduling is applied to uplink transmission of the V2X message.

Condition set 3b:

· if the UE transmitting a V2X message is in RRC_IDLE or RRC_CONNECTED; and

· if the following scheduling for uplink transmission of the V2X message is used:

· if the SR period is set to 1 in case dynamic scheduling is applied to uplink transmission of the V2X message; or

· if the SPS period is set to 10ms or less in case semi-persistent scheduling is applied to uplink transmission of the V2X message.
The following observations can be drawn in Scenario 3:

Observation 4: V2V latency requirement (i.e. 100 ms) cannot be met in Scenario 3 without enhancement for unicast, SC-PTM and MBSFN.

The following general observations can be drawn:

Observation 5: SC-PTM transmission provides lower latency than MBSFN transmission due to additional scheduling delay in MBSFN.

Observation 6: Dynamic scheduling provides lower latency than semi-persistent scheduling in uplink.

Observation 7: Dynamic scheduling without BSR provides lower latency than dynamic scheduling with BSR in uplink.

Observation 8: Uu transport of V2V can provide lower latency than PC5 transport of V2V with no enhancement in some cases.

Observation 9: PC5 transport of V2V cannot meet the V2V requirement in case that mode 1 is configured and SR period is equal to or above l0ms.
Observation 10: Semi Persistent Scheduling introduces latency in case there is timing mismatch between V2V message generation at upper layer and SPS transmission opportunity at AS. 
==================================================================================
UNRELAVENT SECTIONS ARE OMITTED
==================================================================================

Annex B. Latency Analysis 

B.1
Scenarios for latency analysis
B.1.1
Latency decomposition of scenarios
It is assumed that sidelink communication is utilized for PC5 transport in the evaluation. 
For V2V latency analysis, the overall latency of each scenario in section x.x can be decomposed into selective combination of the following latency components: 
· L-RRC 

defined as the latency required for state transition from RRC_IDLE to RRC_CONNECTD and data bearer setup 
· 
This latency component addresses the time duration from the time UE starts RRC connection establishment to the time the UE has been configured with data bearer that is used to transport V2V messages.

· L-paging 

defined as the latency required for reception of paging message
· 
This latency component addresses the time duration from the time paging message is arrived at eNB and to the time the UE successfully receives the paging message.
· L-SL_config 
defined as the latency required to configure sidelink configuration to a UE via dedicated signaling 
· 
This latency component addresses the time duration from the time UE sends SidelinkUEInformation for transmission resource request to the end time destination UE is configured with sidelink configuration via dedicated signaling.
· L-SL
 
defined as the latency of SL transport between two UEs 
· 
This latency component addresses the time duration from the time UE has a V2V message to send over sidelink to the end time destination UE successfully receives the V2V message.
· L-UL 

defined as the latency of UL transport between UE and eNB
· 
This latency component addresses the time duration from the time UE has a V2V message to send over UL to the time the eNB successfully receives the V2V message. 
· L-DL_uc 

defined as the latency of unicast DL transport between eNB and UE 
· 
This latency component addresses the time duration from the time eNB has V2V message to send and to the time the UE successfully receives the V2V message over unicast DL. 
· L-DL_mbms
 defined as the latency of MBMS transport between eNB and UE 
· 
This latency component addresses the time duration from the time eNB has V2V message to send and to the end time the UE successfully receives the V2V message over MBMS.
· L-DL_scptm 
defined as the latency of SC-PTM transport between eNB and UE 
· 
This latency component addresses the time duration from the time eNB has V2V message to send and to the end time the UE successfully receives the V2V message over SC-PTM.
· L-NW_uc 
defined as the latency of network processing in case of unicast transport for DL
· 
This latency component addresses the time duration from the time of eNB reception of V2V message to the time the eNB is ready to transmit the V2V message over unicast DL.

Editor’s note: 
In case the eNB that is supposed to transmit a concerned V2V message is different from the eNB that received the V2V message, L-NW_uc needs to consider the latency required for inter-eNB messaging. It is FFS whether the inter-eNB V2V messaging should be in the scope of this latency analysis. 
· L-NW_mbms 
defined as the latency of network processing in case of MBMS transport for DL
· 
This latency component addresses the time duration from the time of eNB reception of V2X message in UL to the time the eNB is ready to transmit the V2V message over MBMS DL.
· L-NW_scptm 
defined as the latency of network processing in case of SC-PTM transport for DL
· 
This latency component addresses the time duration from the time of eNB reception of V2X message in UL to the time the eNB is ready to transmit the V2V message over SC-PTM DL.
· L-RSU
 
defined as the latency of RSU(UE) processing 

· 
This latency component addresses the processing time at RSU side from the time the RSU successfully receives the V2V and the time the RSU is ready to transmit from upper layer point of view 
With the latency decomposition, the end-to-end latency of each V2V scenario can be calculated as follows, where the component with parentheses is optional-present while component without parentheses is mandatory-present: 
· Scenario 1) 

(L-RRC + L-SL_config) + L-SL
· Scenario 2-1) 

(L-RRC) + L-UL + L-NW_uc +  (L-paging + L-RRC) + L-DL_uc
· Scenario 2-2) 

(L-RRC) + L-UL + L-NW_mbms + L-DL_mbms
· Scenario 2-3) 

(L-RRC) + L-UL + L-NW_scptm + L-DL_scptm
· Scenario 3a-1)

(L-RRC + L-SL_config) + L-SL + L-RSU + (L-RRC) + L-UL + L-NW_uc + (L-paging + L-RRC) + L-DL_uc
· Scenario 3a-2) 

(L-RRC + L-SL_config) + L-SL + L-RSU + (L-RRC) + L-UL + L-NW_mbms + L-DL_mbms
· Scenario 3a-3)

 (L-RRC + L-SL_config) + L-SL + L-RSU + (L-RRC) + L-UL + L-NW_scptm + L-DL_scptm
· Scenario 3b-1) 

(L-RRC) + L-UL + L-NW_uc + (L-paging + L-RRC + L-SL_config) + L-DL_uc + L-RSU + L-SL
· Scenario 3b-2)

(L-RRC) + L-UL + L-NW_mbms + L-DL_mbms + L-RSU + (L-RRC + L-SL_config) + L-SL
·  Scenario 3b-3) 

(L-RRC) + L-UL + L-NW_scptm + L-DL_scptm + L-RSU + (L-RRC + L-SL_config) + L-SL
B.2
Analysis of latency component

This sub-clause provides the analysis of each latency component. 

B.2.1
Scheduling policy and parameter values 

Table B.2.1 summarizes scheduling policies and parameter values that are used throughout the analysis. 
Table B.2.1 scheduling policy and parameter values used in the analysis
	Parameters
	Value(s)
	Description

	Scheduling policy for Uu
	{ SPS,

dynamic scheduling with BSR,

dynamic scheduling without BSR}
	For UL transmission, both SPS and dynamic scheduling are considered.

For dynamic scheduling, both UL TX with a separate BSR and UL TX wih no separate BSR are considered.

	Scheduling policy for SL
	{ mode2, mode1}
	Both UE autonomous scheduled SL TX and eNB scheduled SL TX are considered, 

	
	
	

	SR period
	{ 1, 10}
	Two values for scheduling request are considered. 

	SPS period
	{10, 40, 80}
	Three values for SPS period are considered. 

	Target BLER (%)
	10
	Target BLER is commonl applied for DL and UL transmission.

A single value is considered. 

	
	
	

	backhaul delay for unicast 


	20
	The latency for eNB-->SGW/PGW-->ITS AS--> SGW/PGW-->eNB that is considered in L-NW_uc,

Fixed value of 20ms is assumed. 

	backhaul delay-sub_a for broadcast 


	15
	The latency of eNB-->SGW/PGW-->ITS AS-->BM-SC.  This parameter is used in L-NW_mbms, L-NW_scptm.

	backhaul delay sub_b for broadcast
	5
	The latency comprising the latency for BMSC->eNB (including processing delays at BM-SC)
This parameter is used in L-NW_mbms, L-NW_scptm.

	MCH scheduling period (MSP)
	40
	A single value of MSP is considered. 

	SCPTM scheduling period (SSP)
	{1, 10}
	Two values are considered where t0ms corresponds to the case SCPTM DRX is not configured and 10ms corresponds to that the case SCPTM DRX is configured with 10ms SCPTM scheduling period.

	
	
	

	Paging cycle
	320
	A single value is considered. 

	
	
	

	SC period
	40
	A single value is considered. 

	SCI time period
	8
	A single value is considered.

	
	
	

	Upper layer processing 
	3ms
	Application layer processing applicable for source UE, destination UE and RSU. 

A single value is considered. 


B.2.1
Analysis of each component
B,2.1.1
L-RRC: RRC_IDLE to RRC_CONNECTD and data bearer setup 
This latency component addresses the time duration from the time UE starts RRC connection establishment to the time the UE is configured with data bearer that is used to transport V2V message.
If UE is in RRC_IDLE, transmission or reception of V2V message via unicast requires the UE to make a RRC connection and establish dedicated data bearer to transport V2V message to/from network. Then the following latency component needs to be additionally considered when calculating overall latency for each scenario.  
The latency of L-RRC is e presented in the following table. 
Table B.2.1.1 L-RRC: Latency for RRC connection establishment and data bearer establishment
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	RRC_IDLE to RRC_CONNECTED + bearer setup
	Mean
	Max
	50
	50ms is the value for Rel-10 value referenced from Table 16.2.1-1 of 36.912.


	Total
	Mean
	Max
	50
	


B.2.1.2
L-SL: SL transport between two UEs
This latency component addresses the time duration from the time UE has a V2V message to send over sidelink to the end time destination UE receives the V2V message.
The latency of L-SL with UE autonomous scheduled SL transmission (mode2) is presented in the following table. 
Table B.2.1.2-a L-SL_mode2: Latency for V2V message transmission from V-UE to V-UE (RSU) via SLwith Mode2
	Sub-component 
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	SCI transmission 
	SCI time period  + 4
	(Min+Max)/2
	SC period +  SCI time period + 3
	Min: 4 ms waiting after grant selection prior to actual SCI transmission + SCI time period 

Max: SC period waiting after grant selection prior to actual SCI transmission + SCI time period

	SL data transmission 
	4
	(Min+Max)/2
	SC period – SCI time period
	Min: corresponds to the case that first 4 subframes are used for transmission and 3 retransmissions. 

Max: corresponds to the case that a new transmission and 3 retransmission spans the whole data pool period. 

	L1/L2 RX UE processing
	1.5
	(Min+Max)/2
	1.5
	1.5ms for UE L1/L2 processing is assumed.

	Upper layer RX UE processing
	upper layer processing
	(Min+Max)/2
	upper layer processing
	

	Total 
	SCI time period + 9.5 + upper layer processing
	(Min+Max)/2
	2*SC period + 4.5 + upper layer processing
	


The latency of L-SL with eNB scheduled SL transmission (mode1) is presented in the following table. 
Table B.2.1.2-b L-SL_mode1: Latency for V2V message transmission from V-UE to V-UE (RSU) via SL with Mode1
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	SL scheduling 
	Mean
	16+SR period/2
	16 +SR period
	Referenced from step1-5 of Table A.1 in TR 36.881 with additional steps for BSR, as included in L-UL_dynamic_bsr:

1. Average delay to next SR opportunity SR periodicity/2

2. UE sends SR 1 TTI

3. eNB decodes SR and generates scheduling grant 3 TTI

4. Transmission of scheduling grant (assumed always error free) 1 TTI

5. UE processing delay (decoding scheduling grant + L1 encoding of data) 3 TTI

5.1. UE sends BSR 1TTI

5.2. eNB decodes SR and generates scheduling grant 3TTI

5.3. Transmission of scheduling grant (assumed always error free) 1TTI

5.4. UE processing delay (decoding scheduling grant + L1 encoding of data) 3 TTI

	SCI transmission 
	Mean
	SCI time period  + 4
	SC period +  SCI time period + 3
	Min: 4 ms waiting after grant selection prior to actual SCI transmission + SCI time period 

Max: SC period waiting after grant selection prior to actual SCI transmission + SCI time period

	SL data transmission 
	Mean
	4
	SC period – SCI time period
	Min value of 4 ms corresponds to the case that first 4 subframes are used for transmission and 3 retransmissions. 

Max value corresponds to the case that a new transmission and 3 retransmission spans the whole data pool period. 

	L1/L2 RX UE processing
	Mean
	1.5
	1.5
	1.5ms for UE L1/L2 processing is assumed.

	Upper layer RX UE processing
	Mean
	upper layer processing
	upper layer processing
	

	Total 
	Mean
	25.5 + SR period/2 + SCI time period + upper layer processing
	20.6+ SR period + 2*SC period + upper layer processing
	


B.2.1.3
L-UL_sps: UE to eNB via UL
This latency component addresses the time duration from the time UE has a V2V message to send over UL to the time the eNB successfully receives the V2V message, by using semi-persistent scheduling (SPS).
The latency of L-UL_sps is presented in the following table. 
Table B.2.1.3 L-UL_sps: Latency for V2V message transmission from V-UE to eNB via UL with SPS
	Sub-component
	
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	Uplink transmission
	Mean
	3+SPS period/2
	3+SPS period
	

	Total
	Mean
	3+SPS period/2
	3+SPS period
	


B.2.1.4
L-UL_dynamic_nobsr: UE to eNB via UL with dynamic scheduling without a separate BSR
This latency component addresses the time duration from the time UE has a V2V message to send over UL to the time the eNB successfully receives the V2V message, by using dynamic scheduling without a separate BSR. The user plane latency for uplink transmission is based on the analysis in the Table A.1 of TR 36.881[2]. 
The latency of L-UL_ dynamic_nobsr is presented in the following table. 
Table B.2.1.4 L-UL_dynamic_nobsr: Latency for V2V message transmission from V-UE to eNB via UL with dynamic scheduling without separate BSR
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	Uplink transmission
	Mean
	9.5+SR period/2 + (1+8*Target BLER%/100)


	9.5+SR period + (1+8*Target BLER%/100)


	Referenced from Table A.1 of TR 36.881:
1. Average delay to next SR opportunity SR periodicity/2
2. UE sends SR 1 TTI
3. eNB decodes SR and generates scheduling grant 3 TTI
4. Transmission of scheduling grant (assumed always error free) 1 TTI
5. UE processing delay (decoding Scheduling grant + L1 encoding of data) 3 TTI (1.5+1.5)
6. UE sends UL transmission (1 + p*8) TTI where p is initial BLER
7. eNB receives and decodes the UL data 1.5 TTI.

	Total
	Mean
	9.5+SR period/2 + (1+8*Target BLER%/100)


	9.5+SR period + (1+8*Target BLER%/100)


	


B.2.1.5
L-UL_dynamic_bsr: UE to eNB via UL with dynamic scheduling with a separate BSR
This latency component addresses the time duration from the time UE has a V2V message to send over UL to the time the eNB successfully receives the V2V message, by using dynamic scheduling with a separate BSR. 
The user plane latency for uplink transmission is based on the analysis in the Table A.1 of TR 36.881[2]
The latency of L-UL_ dynamic_bsr is presented in the following table. 
Table B.2.1.5 L-UL_dynamic_bsr: Latency for V2V message transmission from V-UE to eNB via UL with dynamic scheduling with a separate BSR
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	Uplink transmission
	Mean
	17.5+SR period/2 + (1+8*Target BLER%/100)


	17.5+SR period + (1+8*Target BLER%/100)


	Referenced from Table A.1 of TR 36.881:
1. Average delay to next SR opportunity SR periodicity/2
2. UE sends SR 1 TTI
3. eNB decodes SR and generates scheduling grant 3 TTI
4. Transmission of scheduling grant (assumed always error free) 1 TTI
5. UE processing delay (decoding Scheduling grant + L1 encoding of data) 3 TTI (1.5+1.5)

5.1. UE sends BSR 1TTI

5.2. eNB decodes SR and generates scheduling grant 3TTI

5.3. Transmission of scheduling grant (assumed always error free) 1TTI

5.4. UE processing delay (decoding Scheduling grant + L1 encoding of data) 3TTI (1.5+1.5) 
6. UE sends UL transmission (1 + p*8) TTI where p is initial BLER
7. eNB receives and decodes the UL data 1.5 TTI
Note. Step 5.1 to 5.4 is added for the case the latency for BSR should be separately considered

	Total
	Mean
	17.5+SR period/2 + (1+8*Target BLER%/100)


	17.5+SR period + (1+8*Target BLER%/100)


	


B.2.1.6
L-NW_uc: Network processing: from eNB (via ITS server) to eNB without passing through BM-SC (to use unicast DL)
This latency component addresses the time duration from the time of eNB reception of V2V message to the time the eNB is ready to transmit the V2V message over unicast DL.
It is assumed that the V2V message is travelling from eNB, then passing through S-GW/P-GW, ITS server, and is back to the eNB for unicast DL transmission. The latency calculation is based on TR 36.868[2] 
The latency of L-NW_uc is presented in the following table. 
Table B.2.1.6 L-NW_uc: Latency for network processing of received V2V message for unicast DL transmission
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Time (ms)
	

	eNB(SGW/PGW(ITS AS( SGW/PGW(eNB
	Mean
	Max
	backhaul delay for unicast
	

	Total
	Mean
	Max
	backhaul delay for unicast
	


B.2.1.7
L-NW_mbms: Network processing: from eNB (via ITS server) to eNB with passing through BM-SC (to use MBMS DL)
This latency component addresses the time duration from the time of eNB reception of V2X message to the time the eNB is ready to transmit the V2V message over MBMS DL.
It is assumed that the V2V message is travelling from eNB and passing through S-GW/P-GW, ITS server, BM-SC and is back to the eNB for DL transmission.
The latency of L-NW_mbms is presented in the following table. 
Table B.2.1.7 L-NW_mbms: Latency for network processing of received V2V message for MBMS transmission
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	eNB(SGW/PGW(ITS AS(BM-SC
	Mean
	Max
	backhaul delay sub_a
	

	BM-SC ( eNB
	Mean
	Max
	backhaul delay sub_b
	

	Total
	Mean
	Man
	backhaul delay sub_a + backhaul delay sub_b
	


B.2.1.8
L-NW_scptm: Network processing: from eNB (via ITS server) to eNB with passing through BM-SC (to use SCPTM DL)
This latency component addresses the time duration from the time of eNB reception of V2X message to the time the eNB is ready to transmit the V2V message over SCPTM DL.
It is assumed that the V2V message is travelling from eNB and passing through S-GW/P-GW, ITS server, BM-SC and is back to the eNB for DL transmission. 

The latency of L-NW_scptm is presented in the following table. 
Table B.2.1.8 L-NW_scptm: Latency for network processing of received V2V message for SCPTM transmission
	Sub-component
	Time (ms)
	Comments

	
	Min
	Mean
	Max
	

	eNB(SGW/PGW(ITS AS(BM-SC
	Mean
	Max
	backhaul delay sub_a
	

	BM-SC ( eNB
	Mean
	Max
	backhaul delay sub_b
	

	Total
	Mean
	Max
	backhaul delay sub_a + backhaul delay sub_b
	


B.2.1.9
L-DL_uc: eNB to UE via unicast DL
This latency component addresses the time duration from the time eNB has V2V message to send and to the time the UE receives the V2V message over unicast DL. 
It is assumed that all UEs (vehicles or RSU) are in RRC_CONNECTED so that the latency required for idle to connected state and dedicated bearer setup is not considered. User plane latency from eNB to UE over unicast DL is based on the analysis in the section A1.1 of TR 36.881[3].
The latency of L-DL_uc is presented in the following table. 
Table B.2.1.9 Latency for V2V message transmission from eNB to V-UE via unicast DL
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	eNB ( destination UE
	Mean
	Max
	4+8*Target BLER(%)/100


	Step for DL transmission (Section A1.1 of TR36.881):

1. 1.5 TTI for eNB processing and scheduling
2. (1+p*8) TTI  for eNB transmission with p is initial BLER

3. 1.5 TTI for UE L1/L2 processing

	RX UE processing
	Mean
	Max
	upper layer processing
	\

	Total
	Mean
	Max
	4+8*Target BLER(%)/100 + upper layer processing
	


B.2.1.10
L-DL_mbms: eNB to UE via MBMS DL
This latency component addresses the latency from when a V2X message to send arrives at the eNB to when the UE successfully receives the V2V message over MBMS. This latency component comprises the followings:

· L_DL_mbms_a: Latency due to buffering packets at the eNB waiting for next MSP. Depending on when the packet is received from the BM-SC, L_DL_mbms_a varies from MSP to 1ms;
· L_DL_mbms_b: within the MSP, time to wait for the MTCH transmission opportunity. It can vary from 1ms to MSP depending on where MTCH subframes are located in the MSP.

Based on this analysis, the latency of L-DL_mbms is presented in the following table. 
B.2.1.10 L-DL_mbms: Latency for V2V message transmission from eNB to V-UE via MBMS
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	Wait for MTCH opportunity
	2
	MSP/2+1
	MSP+1
	Depending on packet arrival time at eNB and MCH Scheduling Period (MSP)

	DL transmission 
	2.5
	2.5
	2.5
	Assumed 1ms TTI and 1.5ms UE L1/L2 processing time

	RX UE processing
	upper layer processing
	upper layer processing
	upper layer processing
	

	Total
	4.5+ upper layer processing
	3.5+MSP/2+ upper layer processing
	3.5+MSP + upper layer processing
	


B.2.1.11
L-DL_scptm: eNB to UE via SCPTM DL
This latency component addresses the latency from when the packet arrives at the eNB to when the UE successfully receives the V2V message over SCPTM. This latency component comprises the followings:

· L_DL_scptm_a: Latency due to buffering packets at the eNB waiting for next SSP. Depending on when the packet is received from the BM-SC, L_DL_sptm_a varies from SSP to 1ms;
· L_DL_scptm_b: within the SSP, time to wait for the SCPTM transmission opportunity. It can vary from 1ms to SSP depending on where SCPTM subframes are located in the SSP.

The latency of L-DL_scptm is presented in the following table. 
Table B.2.1.11 L-DL_scptm: Latency for V2V message transmission from eNB to V-UE via SCPTM

	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	Wait for SCPTM opportunity
	2
	max(SSP/2+1,2)
	SSP+1
	Depending on packet arrival time at eNB and SCPTM Scheduling Period (SSP) 

	DL transmission 
	2.5
	2.5
	2.5
	1ms TTI and 1.5ms UE L1/L2 processing time are assumed

	RX UE processing
	upper layer processing
	upper layer processing
	upper layer processing
	

	Total
	4.5 + upper layer processing
	2.5+max(SSP/2+1,2)+upper layer processing
	3.5+SSP)+upper layer processing
	


B.2.1.12
L-paging: Reception of paging message
This latency component addresses the time duration from the time paging message is arrived at eNB and to the time the UE successfully receives the paging message.
The latency of L-paging is presented in the following table. 
Table B.2.1.12 L-paging: Latency for reception of paging message
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	paging cycle
	Mean
	paging cycle /2
	paging cycle 
	

	eNB ( UE
	Mean
	2.5
	2.5
	Assumed 1ms TTI and 1.5ms UE L1/L2 processing time

	Total
	Mean
	paging cycle/2 + 4
	paging cycle + 4
	


B.2.1.13
L-SL_config: Reception of sidelink configuration via dedicated signaling 
This latency component addresses the time duration from the time UE sends SidelinkUEInformation for transmission resource request to the end time destination UE is configured with sidelink configuration via dedicated signaling.
The latency of L-SL_config is presented in the following table. 
Table B.2.1.13 L-SL_config: Latency for reception of sidelink configuration via dedicated signalling
	Description
	Time (ms)
	Description

	
	Mean
	Mean
	Max
	

	L-UL_dynamic_bsr
	Mean
	Max
	17.5+SR period/2 + (1+8*Target BLER%/100)

 
	Transmission of SidelinkUEInformation

See the description for latency component, L-UL_dynamic_bsr

	eNB ( destination UE
	Mean
	Max
	4+8*Target BLER(%)/100


	Reception of RRCConnectionReconfiguration including dedicated sidelink configuration

See the description for latency sub-component, eNB ( destination UE in the L-DL_uc

	Total
	Mean
	Max
	22.5 + SR period/2 + 16*Target BLER%/100
	


B.2.1.14
L-RSU:
RSU processing
Table B.2.1.14 L-RSU: RSU processing:
	Sub-component
	Time (ms)
	Description

	
	Min
	Mean
	Max
	

	RSU processing
	Mean
	Max
	upper layer processing 
	Upper layer processing timer as defined in section 3.1 is assumed

	Total
	Mean
	Max
	upper layer processing
	


==================================================================================

END OF TEXT PROPOSAL
==================================================================================

�1 to10ms as agreed


�We wonder if 1ms and 10ms was intended while 1ms to 10ms was noted down. We are fine with 1, 5, 10 or 1 and 10ms


�Agree with Intel, {1,5,10} or {1,10} is fine with us. The difference should be anyhow very few ms if we take mean values, so no strong preference


�Same as traffic period


�


For unicast: eNB(SGW/PGW(ITS AS( SGW/PGW(eNB = 20ms





As for MBSFN/SCPTM, there are two understandings:


Option-1: eNB(SGW/PGW(ITS AS(BM-SC( eNB = 20ms;


Option-2: eNB(SGW/PGW(ITS AS(BM-SC = 20ms and BM-SC ( eNB = 20ms;





We slightly prefer option-1 because it seems aligned with the assumption for Unicast. However, for compromise, we propose option-3:


Option-3: eNB(SGW/PGW(ITS AS(BM-SC = 20ms and BM-SC ( eNB = 10ms;





�We agree with Huawei that: eNB(SGW/PGW(ITS AS(BM-SC = 20ms as also indicated in TR 36.868. 


�We think that 20ms for two-way seems too optimistic if it has to include all the processing time as well. 


Do we want to consider 2 different values ?


�


For unicast: eNB(SGW/PGW(ITS AS( SGW/PGW(eNB = 20ms





As for MBSFN/SCPTM, there are two understandings:


Option-1: eNB(SGW/PGW(ITS AS(BM-SC( eNB = 20ms;


Option-2: eNB(SGW/PGW(ITS AS(BM-SC = 20ms and BM-SC ( eNB = 20ms;





We slightly prefer option-1 because it seems aligned with the assumption for Unicast. However, for compromise, we propose option-3:


Option-3: eNB(SGW/PGW(ITS AS(BM-SC = 20ms and BM-SC ( eNB = 10ms;





�It is not clear where BM-SC ( eNB = 10ms comes from. Does that consider only the backhaul delay between BM-SC -> eNB or is it also taking into account the SYNC protocol. 


If only the backhaul delay is considered, then 10ms is reasonable, but in this case the SYNC delay should be considered somewhere, either in this table or later when calculating L-NW_mbms/scptm.


�I assume that delays due to MSP (i.e. packet buffering at the eNB and waiting for MTCH opportunity) are consider in L-DL_mbms/scptm. So I delete this part.


�According to agreed SCPTM CR. SCPTM DRX is optional. 


�Agree with Huawei, however in best case I think that similar to unicast DL we should consider at least 1ms for transmission. So it should be {1, 10}ms


�Can value of SCI transmission be assumed to be 4ms instead of 8? Why is 8ms preferred; 





According to this assumption, min and max would be 8 and 47ms respectively.


�This table does not contain the delay for SL-BSR/BSR which should be considered for event based transmission.


�It would be good to show each delay in more detailed steps. E.g. for min. value, alignment time for SCI/data period: 0ms, resource selection and processing time: 4ms, SCI transmission: 2ms, waiting time for data transmission period: 2ms (for the case of 4ms SCI transmission period)


�In case the data arrived in the middle of the SPS period, the value will be more than min. so, we might need to consider different min. and avg. values..


�We agree with Intel. It is not clear where the 5.8ms delay comes from. We believe that considering SPS UL delay not related at all to SPS period is not realistic. In order to do that, the eNB should exactly align the SPS opportunity to packet generation at UE side, which is a quite strong assumption.


Therefore, we believe that a delay should be considered here. Maybe a fair and reasonable assumption is to assume mean delay=SPS_period/2.  


�Shouldn’t we consider the delay for BSR?


�It is not clear here why the SYNC delay should be deleted. As we mentioned above there are 2 contributions that should be considered for BM-SC->eNB:�1) backhaul delay: 10ms is ok to us


2) SYNC protocol delay.





For 2) our understanding is that according to 36.300 and 25.446 the sync period is multiple of 10ms and in 36.868 it is assumed to be equal to MSP/2. 





Therefore combining 1) and 2), min delay should be 20ms, while mean delay should be 10ms+MSP/2. Regarding max value maybe we can consider it equal to mean.


�This one maybe can be considered equal to mean.


�We believe that BM-SC definition should be the same as above, since BM-SC functionality should be the same for MBMS and SC_PTM.


�Not clear what the latency is. As stated above, for the latency L-NW_mbms + L-DL_mbms, only 1 MSP + backhaul latency needs to be counted. A packet does not need to wait for up to 2 MSPs for transmission.








Propose to remove.


�We do not think that this component should be removed because after the packet has been delivered from BM-SC to eNB additional delays should be considered. Such delay is needed to align packet transmission with the MTCH opportunity within the MSP period. This is also in line with 36.868





Proposed values are:


Min=1ms


Mean=MSP/2


Max=MSP


�Not clear what the latency is. As stated above, for the latency L-NW_scptm + L-DL_scptm, only 1 SCPTM scheduling period+ backhaul latency needs to be counted.


A packet does not need to wait for up to 2 SCPTM scheduling periods for transmission.





Propose to remove.


�Same as above. This contribution should be kept and of course values should reflect SCPTM periodicity.


�Why only consider  L-UL_dynamic_bsr, and not (L-UL_dynamic_nobsr? 
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OveralLatency

				SELECT values				LIST OF VALUES TO CHOOSE										Selected value

		Configuration 		Values

		UL transmission scheme		L-UL_sps				L-UL_dynamic_bsr		L-UL_dynamic_nobsr		L-UL_sps

		SR period		10				1		10								10

		SPS period		40				10		40		80						40

		unicast Target BLER (%)		10		 		10		10000								10



		backhaul delay_uc		20				15		20		40						20

		backhaul delay_sub_a		15				15		20		10000

		backhaul delay_sub_b		5				5		10		10000

		MCH scheduling period		40				40		40		10000						40

		SCPTM scheduling period		1				1		10		10000						1



		paging cycle		320				320		320		640						320



		SL transmission scheme		L-SL_mode2				L-SL_mode2		L-SL_mode1

		SC period		40				40		80		10000

		SCI time period		8				8		16		10000



		upper layer processing		3				3		5		10



		Scenario1: SL

				Latency component		Description		M/O 1)		Min Time (ms)		Mean Time (ms)		Max Time (ms)		Comments

				L-RRC				O		50		50		50

				L-SL_config				O		32.1		32.1		37.1

				L-SL_mode2				M		19		52.5		86

				Total with mandatory + optional components						101.1		134.6		173.1

				Total with mandatory components						19		52.5		86

				Note 1: M is mandatory latency component, O is optional latency component



		Scenario 2-1: UL→DL_uc

				Latency component		Description		M/O 1)		Mean Time (ms)		Mean Time (ms)		Max Time (ms)		Comments

				L-RRC				O		50		50		50

				L-UL_sps				M		23		23		43

				L-NW_uc				M		20		20		20

				L-PAGING				O		164		164		324

				L-RRC				O		50		50		50

				L-DL_uc				M		7.8		7.8		7.8

				Total with mandatory + optional components						314.8		314.8		494.8

				Total with mandatory components						50.8		50.8		70.8

				Note 1: M is mandatory latency component, O is optional latency component



		Scenario 2-2: UL→DL_mbms

				Latency component		Description		M/O 1)		Min (ms)		Mean (ms)		Max (ms)		Comments

				L-RRC				O		50		50		50

				L-UL_sps				M		23		23		43

				L-NW_mbms				M		20		20		20

				L-DL_mbms				M		9		28		48

				Total with mandatory + optional components						102		121		161

				Total with mandatory components						52		71		111

				Note 1: M is mandatory latency component, O is optional latency component



		Scenario 2-3: UL→DL_scptm

				Latency component		Description		M/O 1)		Min (ms)		Mean (ms)		Max (ms)		Comments

				L-RRC				O		50		50		50

				L-UL_sps				M		23		23		43

				L-NW_scptm				M		20		20		20

				L-DL_scptm				M		9		8.5		9

				Total with mandatory + optional components						102		101.5		122

				Total with mandatory components						52		51.5		72

				Note 1: M is mandatory latency component, O is optional latency component



		Scenario 3A-1: SL→UL→DL_uc

				Latency component		Description		M/O 1)		Min (ms)		Mean (ms)		Max (ms)		Comments

				L-RRC				O		50		50		50

				L-SL_config				O		32.1		32.1		37.1

				L-SL_mode2				M		19		52.5		86

				L-RSU				M		3		3		3

				L-RRC				O		50		50		50

				L-UL_sps				M		23		23		43

				L-NW_uc				M		20		20		20

				L-PAGING				O		164		164		324

				L-RRC				O		50		50		50

				L-DL_uc				M		7.8		7.8		7.8

				Total with mandatory + optional components						418.9		452.4		670.9

				Total with mandatory components						72.8		106.3		159.8

				Note 1: M is mandatory latency component, O is optional latency component



		Scenario 3A-2: SL→UL→DL_mbms

				Latency component		Description		M/O 1)		Min (ms)		Mean (ms)		Max (ms)		Comments

				L-RRC				O		50		50		50

				L-SL_config				O		32.1		32.1		37.1

				L-SL_mode2				M		19		52.5		86

				L-RSU				M		3		3		3

				L-RRC				O		50		50		50

				L-UL_sps				M		23		23		43

				L-NW_mbms				M		20		20		20

				L-DL_mbms				M		9		28		48

				Total with mandatory + optional components						206.1		258.6		337.1

				Total with mandatory components						74		126.5		200

				Note 1: M is mandatory latency component, O is optional latency component



		Scenario 3A-3: SL→UL→DL_scptm

				Latency component		Description		M/O 1)		Min (ms)		Mean (ms)		Max (ms)		Comments

				L-RRC				O		50		50		50

				L-SL_config				O		32.1		32.1		37.1

				L-SL_mode2				M		19		52.5		86

				L-RSU				M		3		3		3

				L-RRC				O		50		50		50

				L-UL_sps				M		23		23		43

				L-NW_scptm				M		20		20		20

				L-DL_scptm				M		9		8.5		9

				Total with mandatory + optional components						206.1		239.1		298.1

				Total with mandatory components						74		107		161

				Note 1: M is mandatory latency component, O is optional latency component



		Scenario 3B-1: UL→DL_uc→SL

				Latency component		Description		M/O 1)		Mean (ms)		Mean (ms)		Max (ms)		Comments

				L-RRC				O		50		50		50

				L-UL_sps				M		23		23		43

				L-NW_uc				M		20		20		20

				L-PAGING				O		164		164		324

				L-RRC				O		50		50		50

				L-SL_config				O		32.1		32.1		37.1

				L-DL_uc				M		7.8		7.8		7.8

				L-RSU				M		3		3		3

				L-SL_mode2				M		19		52.5		86

				Total with mandatory + optional components						368.9		402.4		620.9

				Total with mandatory components						72.8		106.3		159.8

				Note 1: M is mandatory latency component, O is optional latency component



		Scenario 3B-2: UL→DL_mbms→SL

				Latency component		Description		M/O 1)		Mean (ms)		Mean (ms)		Max (ms)		Comments

				L-RRC				O		50		50		50

				L-UL_sps				M		23		23		43

				L-NW_mbms				M		20		20		20

				L-DL_mbms				M		9		28		48

				L-RSU				M		3		3		3

				L-RRC				O		50		50		50

				L-SL_config				O		32.1		32.1		37.1

				L-SL_mode2				M		19		52.5		86

				Total with mandatory + optional components						206.1		258.6		337.1

				Total with mandatory components						74		126.5		200

				Note 1: M is mandatory latency component, O is optional latency component



		Scenario 3B-3: UL→DL_scptm→SL

				Latency component		Description		M/O 1)		Min (ms)		Mean (ms)		Max (ms)		Comments

				L-RRC				O		50		50		50

				L-UL_sps				M		23		23		43

				L-NW_scptm				M		20		20		20

				L-DL_scptm				M		9		8.5		9

				L-RSU				M		3		3		3

				L-RRC				O		50		50		50

				L-SL_config				O		32.1		32.1		37.1

				L-SL_mode2				M		19		52.5		86

				Total with mandatory + optional components						206.1		239.1		298.1

				Total with mandatory components						74		107		161

				Note 1: M is mandatory latency component, O is optional latency component





Conclusion

		Conclusions				DO NOT MANUALLY CHANGE THE RED CELLS														DO NOT MANUALLY CHANGE THE RED CELLS														Table to capture into TR												Table to capture into TR

		Scenario		Description		Mandatory+optional 						Only mandatory 						Scenario#		Mandatory+optional 						Only mandatory 								Scenario#		Mandatory+optional 				Only mandatory 						Configuration 		Values/policy

						Min		Mean		Max		Min		Mean		Max				Min		Mean		Max		Min		Mean		Max						Mean		Max		Mean		Max				UL scheduling scheme		SPS

		1_mode2		S1: SL		N		N		N		Y		Y		Y		S1: SL		101.1		134.6		173.1		19		52.5		86				S1: SL		134.6		173.1		52.5		86				SR period		10

		2_uc		S2-1: UL→DL_uc		N		N		N		Y		Y		Y		S2-1: UL→DL_uc		314.8		314.8		494.8		50.8		50.8		70.8				S2-1: UL→DL_uc		314.8		494.8		50.8		70.8				SPS period		40

		2_mbms		S2-2: UL→DL_mbms		N		N		N		Y		Y		N		S2-2: UL→DL_mbms		102		121		161		52		71		111				S2-2: UL→DL_mbms		121		161		71		111				MCH scheduling period		40

		2_scptm		S2-3: UL→DL_scptm		N		N		N		Y		Y		Y		S2-3: UL→DL_scptm		102		101.5		122		52		51.5		72				S2-3: UL→DL_scptm		101.5		122		51.5		72				SCPTM scheduling period		1

		3-1_mode2_uc		S3A-1: SL→UL→DL_uc		N		N		N		Y		N		N		S3A-1: SL→UL→DL_uc		418.9		452.4		670.9		72.8		106.3		159.8				S3A-1: SL→UL→DL_uc		452.4		670.9		106.3		159.8				SL scheduling scheme		mode2

		3-1_mode2_mbms		S3A-2: SL→UL→DL_mbms		N		N		N		Y		N		N		S3A-2: SL→UL→DL_mbms		206.1		258.6		337.1		74		126.5		200				S3A-2: SL→UL→DL_mbms		258.6		337.1		126.5		200

		3-1_mode2_scptm		S3A-3: SL→UL→DL_scptm		N		N		N		Y		N		N		S3A-3: SL→UL→DL_scptm		206.1		239.1		298.1		74		107		161				S3A-3: SL→UL→DL_scptm		239.1		298.1		107		161

		3-2_mode2_uc		S3B-1: UL→DL_uc→SL		N		N		N		Y		N		N		S3B-1: UL→DL_uc→SL		368.9		402.4		620.9		72.8		106.3		159.8				S3B-1: UL→DL_uc→SL		402.4		620.9		106.3		159.8

		3-2_mode2_mbms		S3B-2: UL→DL_mbms→SL		N		N		N		Y		N		N		S3B-2: UL→DL_mbms→SL		206.1		258.6		337.1		74		126.5		200				S3B-2: UL→DL_mbms→SL		258.6		337.1		126.5		200

		3-2_mode2_scptm		S3B-3: UL→DL_scptm→SL		N		N		N		Y		N		N		S3B-3: UL→DL_scptm→SL		206.1		239.1		298.1		74		107		161				S3B-3: UL→DL_scptm→SL		239.1		298.1		107		161

				where "Y" indicates the overall latency of the corresponding scenario with the used parameter set fulfill 100ms latency requirement

































raw2_LatencyComp

								DO NOT CHANGE MANUALLY THE RED CELLS								DO NOT TOUCH THIS COLUMN		DO NOT TOUCH THIS COLUMN		DO NOT TOUCH THIS COLUMN		DO NOT TOUCH THIS COLUMN		DO NOT TOUCH THIS COLUMN		DO NOT TOUCH THIS COLUMN

		Latency component		temp _latency_comp		Sub-component		Description (to be updated)		Min		Average		Max		Temp_Sum_min		Temp_Sum_avg		Temp_Sum_max		Sum(Min)		Sum(Avg)		Sum(Max)		company comments

		L-RRC		L-RRC		RRC_IDLE to RRC_CONNECTED + bearer setup				50		50		50		50		50		50		50		50		50

		L-SL_mode2		L-SL_mode2		SCI transmission 				12		31.5		51		20.5		54		87.5		20.5		54		87.5

				L-SL_mode2		SL data transmission 				4		18		32		20.5		54		87.5

				L-SL_mode2		RX UE processing				4.5		4.5		4.5		20.5		54		87.5

		L-SL_mode1		L-SL_mode1		SL scheduling				21		21		26		41.5		75		113.5		41.5		75		113.5

				L-SL_mode1		SCI transmission 				12		31.5		51		41.5		75		113.5

				L-SL_mode1		SL data transmission 				4		18		32		41.5		75		113.5

				L-SL_mode1		RX UE processing				4.5		4.5		4.5		41.5		75		113.5

		L-UL_sps		L-UL_sps		Uplink transmission				23		23		43		23		23		43		23		23		43

		L-UL_dynamic_bsr		L-UL_dynamic_bsr		UL transmission with BSR				24.3

hoon(LG): hoon(LG):
Zero SR acquisition delay		24.3

hoon(LG): hoon(LG):
SR period/2 acquisition delay		29.3

hoon(LG): hoon(LG):
SR period acquisition delay		24.3		24.3		29.3		24.3		24.3		29.3

		L-UL_dynamic_nobsr		L-UL_dynamic_nobsr		UL transmission w/o BSR				16.3

hoon(LG): hoon(LG):
Zero SR acquisition delay				

hoon(LG): hoon(LG):
SR period acquisition delay		16.3

hoon(LG): hoon(LG):
SR period/2 acquisition delay		21.3

hoon(LG): hoon(LG):
SR period acquisition delay		

hoon(LG): hoon(LG):
Zero SR acquisition delay						16.3		16.3		21.3		16.3		16.3		21.3

		L-NW_uc		L-NW_uc		eNB-->SGW/PGW-->ITS AS--> SGW/PGW-->eNB				20		20		20		20		20		20		20		20		20

		L-NW_mbms		L-NW_mbms		eNB-->SGW/PGW-->ITS AS-->BM-SC				15		15		15		20		20		20		20		20		20

				L-NW_mbms		BM-SC-->eNB				5		5		5		20		20		20

		L-NW_scptm		L-NW_scptm		eNB-->SGW/PGW-->ITS AS-->BM-SC				15		15		15		20		20		20		20		20		20

				L-NW_scptm		BM-SC-->eNB				5		5		5		20		20		20

		L-DL_uc		L-DL_uc		DL unicast transmission 				4.8		4.8		4.8		7.8		7.8		7.8		7.8		7.8		7.8

				L-DL_uc		RX UE processing				3		3		3		7.8		7.8		7.8

		L-DL_mbms		L-DL_mbms		Alignment with MTCH opportunity				2		21		41		7.5		26.5		46.5		7.5		26.5		46.5

				L-DL_mbms		DL broadcast transmission 				2.5		2.5		2.5		7.5		26.5		46.5

				L-DL_mbms		RX UE processing				3		3		3		7.5		26.5		46.5

		L-DL_scptm		L-DL_scptm		Alignment with SCPTM opportunity				2		2		2		7.5		7.5		7.5		7.5		7.5		7.5

				L-DL_scptm		DL broadcast transmission 				2.5		2.5		2.5		7.5		7.5		7.5

				L-DL_scptm		RX UE processing				3		3		3		7.5		7.5		7.5

		L-PAGING		L-PAGING		Paging cycle				160		160		320		162.5		162.5		322.5		162.5		162.5		322.5

				L-PAGING		DL broadcast transmission				2.5		2.5		2.5		162.5		162.5		322.5

		L-SL_config		L-SL_config		UL transmisson				24.3		24.3		29.3		29.1		29.1		34.1		29.1		29.1		34.1

				L-SL_config		DL transmission 				4.8		4.8		4.8		29.1		29.1		34.1

		L-RSU		L-RSU		RSU processing				3		3		3		3		3		3		3		3		3





raw3_latencyComp_sorted

		THE ROWS SHALL BE SORTED BY THE FIRST COLUM ENTRY

		DO NOT TOUCH THIS TABLE		MANUALLY SORTED

		temp _latency_comp		Sub-component		Description (to be updated)		Min		Average		Max		Temp_Sum_min		Temp_Sum_avg		Temp_Sum_max

		L-DL_mbms		Alignment with MTCH opportunity				2		21		41		9		28		48

		L-DL_mbms		DL broadcast transmission 				4		4		4		9		28		48

		L-DL_mbms		RX UE processing				3		3		3		9		28		48

		L-DL_scptm		Alignment with SCPTM opportunity				2		1.5		2		9		8.5		9

		L-DL_scptm		DL broadcast transmission 				4		4		4		9		8.5		9

		L-DL_scptm		RX UE processing				3		3		3		9		8.5		9

		L-DL_uc		DL unicast transmission 				4.8		4.8		4.8		7.8		7.8		7.8

		L-DL_uc		RX UE processing				3		3		3		7.8		7.8		7.8

		L-NW_mbms		eNB-->SGW/PGW-->ITS AS-->BM-SC				15		15		15		20		20		20

		L-NW_mbms		BM-SC-->eNB				5		5		5		20		20		20

		L-NW_scptm		eNB-->SGW/PGW-->ITS AS-->BM-SC				15		15		15		20		20		20

		L-NW_scptm		BM-SC-->eNB				5		5		5		20		20		20

		L-NW_uc		eNB-->SGW/PGW-->ITS AS--> SGW/PGW-->eNB				20		20		20		20		20		20

		L-PAGING		Paging cycle				160		160		320		164		164		324

		L-PAGING		DL broadcast transmission				4		4		4		164		164		324

		L-RRC		RRC_IDLE to RRC_CONNECTED + bearer setup				50		50		50		50		50		50

		L-RSU		RSU processing				3		3		3		3		3		3

		L-SL_config		UL transmisson				24.3		24.3		29.3		32.1		32.1		37.1

		L-SL_config		DL transmission 				7.8		7.8		7.8		32.1		32.1		37.1

		L-SL_mode1		SL scheduling 				13		13		18		32		65.5		104

		L-SL_mode1		SCI transmission 				12		31.5		51		32		65.5		104

		L-SL_mode1		SL data transmission 				4		18		32		32		65.5		104

		L-SL_mode1		Destination UE processing				3		3		3		32		65.5		104

		L-SL_mode2		SCI transmission 				12		31.5		51		19		52.5		86

		L-SL_mode2		SL data transmission 				4		18		32		19		52.5		86

		L-SL_mode2		Destination UE processing				3		3		3		19		52.5		86

		L-UL_dynamic_bsr		UL transmission with BSR				24.3

hoon(LG): hoon(LG):
Zero SR acquisition delay		24.3

hoon(LG): hoon(LG):
SR period/2 acquisition delay		29.3

hoon(LG): hoon(LG):
SR period acquisition delay		24.3		24.3		29.3

		L-UL_dynamic_nobsr		UL transmission w/o BSR				16.3

hoon(LG): hoon(LG):
Zero SR acquisition delay				

hoon(LG): hoon(LG):
SR period acquisition delay		16.3

hoon(LG): hoon(LG):
SR period/2 acquisition delay		21.3

hoon(LG): hoon(LG):
SR period acquisition delay		16.3		16.3		21.3

		L-UL_sps		Uplink transmission				23		23		43		23		23		43





raw1_ParamValue

		This table shows the pamateres used in the latency analysis

		Parameters		Value

		backhaul delay_uc		20

		backhaul delay_sub_a		15

		backhaul delay_sub_b		5

		MCH scheduling period		40

		SCPTM scheduling period		1

		Paging cycle		320

		SR period		10

		Target BLER (%)		10

		SPS period		40

		UL scheduling		L-UL_sps

		SC period		40

		SCI time period		8

		upper layer processing		3
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