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1 Introduction
The intention of email discussion [91bis#53] is to discuss the pros and cons of the sync error solutions discussed during RAN2#91bis [1], [2], [3], [4]:  

[91bis#53][UMTS/Power saving] – Sync error - Ericsson

-
Intended Outcome: discuss pros/cons and conclude on the sync error issue

Three solutions have been identified:
1. No solution is needed [2]

2. NW-based solution [1]

3. UE-based solution [3], [4]

2 Discussion
2.1 Description of the potential issue

The SGSN starts the TeDRX timer when the SGSN sends the ATTACH/RAU complete, see figure 1 below. The UE starts the TeDRX timer when it receives the NAS message in the DIRECT DOWNLINK TRANSFER (DDT) message.
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Figure 1: Sync error.
However the DDT message can be significantly delayed due to re-transmissions over the air-interface. For discussion sake the time difference with which the UE and SGSN start TeDRX timer is referred to a “sync error”. 

2.2 No solution is needed
In this solution the air-interface delay is assumed to be moderate and the air-interface delay is taken into account with a potentially larger Paging Transmission Window (PTW) size. 

	Company name
	Pros
	Cons

	Ericsson
	Less complexity
	The average air-interface latency is probably not that high, but in worse case scenarios it can be high, and these scenarios also need to be taken into account. When the PTW is negotiated between UE and SGSN a possible “worst case” air-interface latency needs to be taken into account. Furthermore it is noted that an MTC device configured with eDRX may be in bad coverage conditions compared to other UEs (e.g. indoor basement). 
The L2 re-transmissions of the DDT message depend on the configuration of MaxDAT x Timer Poll in RNC (e.g. 40 x 150 msec = 6 sec). For the ATTACH/RAU complete there is also a CN supervision timer (T3350 in 24.008) of 6 seconds (i.e. there is no L3 timeout in RNC). 
In case a larger PTW needs to be configured to account for the sync error, this goes at the expense of the UE power consumption, i.e. the UE has to monitor more paging occasions during the PTW when waking up from deep sleep.  

It is noted that not only the sync error that may cause the UE to miss paging occasions in the PTW, also in case of mobility and due to UE clock drift the UE may miss the first paging occasions of the PTW.  

	Nokia Networks
	Agree with Ericsson but also note that the PTW will also alleviate the sync error issue (though it also has a side-effect which is listed as part of the Ericsson’s comments on the cons).
	Agree with Ericsson (potential maximum delay we are looking at is dependent on the RLC configuration for AM). Potential flip side is that the PTW needs to be chosen to include the maximum delay.

	Huawei
	Agree that it is the simplest and most direct way, whether a solution is needed or not is pending the consensus that if the sync-error is a big deal or not.
	In worst case, the gap could be up to 6 seconds, but this is also a very rare case. Take 6 seconds as an example, it is 1.28*5, assuming 1.28s for legacy DRX; in addition, to repeat paging message is a legacy mechanism, i.e. anyway Tptw should be several times of DRX cycle. Having said that, we think sync-error could be compensated.

	
	
	


2.3 NW-based solution

The NW-based solution is described as solution 4 in [1]. In the NW-based solution the RNC computes the sync error by calculating the time offset and informs to the core network during the NAS attach/rau procedure. The RNC calculates the sync error by monitoring the delay between sending the ATTACH/RAU complete in the DDT message, and receiving the L2 ACK [1]:  

The RNC starts a local timer when the Attach/RAU Accept is dispatched to the UE. When the RLC ACK for this transmission arrives the RNC can stop the local timer and send the offset to the core network in the last transaction in which the RRC connection release would be triggered (e.g. the Iu Release). The robustness of the delivery of any AM message is guaranteed at the RLC layer. For e.g. a lost RLC ACK is tracked by the poll mechanism and further backed up by successive retransmissions of the message. This is existing functionality which should be reused.

In figure 2 below the NW-based solution is exemplified with L2 re-transmissions:
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Figure 2: The RNC calculates the air-interface latency of L3 DDT message by monitoring L2 ACK.
	Company name
	Pros
	Cons

	Ericsson
	UE and SGSN start timer Tedrx at the same time.
	When the UE receives a duplicate DDT message then normally this L3 message is silently discarded in the UE, as it already has been received. However in this case the UE needs to monitor L2 duplicates and re-start timer Tedrx.
This solution impacts UE, RNC and SGSN. 

This solution requires Iu signalling (RAN3 impact) to correct the timer Tedrx in the SGSN. Furthermore SA2 stage 2 specification needs to be updated.  

	Nokia Networks
	In addition to Ericsson comment.

- There are no air interface protocol impacts (and ASN.1 changes).
-  Network solution could be built to be less or more complex based on the magnitude of the error.
	1. The solution requires Iu interface impact i.e. a time offset proposed to SGSN. SGSN corrects the Tedrx timer value based on feedback from RNC (but SGSN doesn’t have to necessarily wait for it).
2. Agree with Ericsson’s view on the discarding of the duplicate L3 message at the UE. But our opinion is that it is up to RNC implementation to judge based on the RLC ACK reception how much time has elapsed between the time the RLC ACK actually is lost to the time the RLC ACK is successfully received to compensate for the unreliable RLC ACK.
3. Hence we do not agree with Ericsson’s view that there is a UE impact.

	Huawei
	Agree with the analysis from Ericsson and Nokia Networks
	Technically also agree with the analysis from E/// and NN, the only point is about UE impact, in our understanding, as commented in last meeting, why this mechanism could not be implemented in UE side? We think it could, then it is just UE implementation issue, no need to touch Iu interface. 

	
	
	


2.4 UE-based solution

In this solution the RNC includes a timestamp in the DOWNLINK DIRECT TRANSFER carrying the ATTACH/RAU complete message [3], [4]. The timestamp indicates when the ATTACH/RAU complete message, including extended DRX parameters, was received from the SGSN, see figure 2 below: 
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Figure 2: RNC timestamp in DDT message. 

When the UE receives the ATTACH/RAU complete message including the timestamp, the UE shall start the TeDRX timer with a value that equals the configured TeDRX timer value minus air-interface latency implicitly indicated by the time-stamp. 

The RNC includes a timestamp, when it has received the NAS reply, based on the SFN timing in the cell where the UE has send the RRC CONNECTION REQUEST message. The UE maintains a clock running, based on this SFN timing, and when it receives the timestamp in the DOWNLINK DIRECT TRANSMISSION message, calculate the time that has elapsed since the RNC received the NAS reply until the UE received the NAS reply in the DOWNLINK DIRECT TRANSMISSION message: 
	Company name
	Pros
	Cons

	Ericsson
	UE and SGSN start timer Tedrx at the same time.
	RNC impact to include SFN timestamp in DDT message. 
UE impact to determine elapsed time based on received SFN timestamp. 

	Nokia
	UE and SGSN start timer Tedrx at the same time.
	1. ASN.1 impact to add the timestamp in the RRC Downlink Direct Transfer message.
2. UE processing involving reading the current SFN and calculating the offset.

3. Adjusting the offset by also determining if there has been a wraparound of the SFN. Relying on the timestamp based on the SFN might be that delays longer than 41 seconds cannot be safely adjusted anymore again because of the SFN can only resolve up to 41 seconds.

	Huawei
	Agree with E/// and NN.
	Agree with the analysis from NN, and also as commented during last meeting, we prefer radio interface should not be touched.

	
	
	


3 Summary of the discussion
The pros and cons of the three solutions have been discussed by three companies:
1. No solution is needed [2]

2. NW-based solution [1]

3. UE-based solution [3], [4]

Based on the received comments the way forward for the sync error needs to be discussed further in RAN2#92.
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