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1. Introduction
In RAN2#90 it was agreed and later captured in TR 36.881
	Agreements

1
RAN2 should consider the web application (HTTP/FTP+TCP) use case and analyse the possible gains in the performance metrics of delay and perceived data rate for TCP based data transactions.

2
RAN2 should consider real-time application use case and analyse the possible gains in delay, service coverage and system capacity.
4
Other areas in accordance with the SID may be considered as well

5
Aspects of complexity, energy-consumption, signalling overhead and resource efficiency should be considered.




In previous RAN2 meetings, several Fast UL latency reduction techniques for LTE have been discussed and evaluated against web application (HTTP/FTP+TCP) applications 
In this contribution we evaluate proposed solutions against Mission Critical/Real-Time applications and in particular against Uu based V2V communication.
2. Discussion
The family of Mission Critical and RT application is by no mean homogenous. It is a family of applications including but not limited to automotive, industrial automation, Energy (in particular smart grid) and augmented reality. Each application may be characterize with different delay requirements, deployment scenario, data pattern, power consumption etc. 
Amongst this family of Mission Critical application, automotive had been a study area to attract a lot of activity both outside 3GPP and recently also within 3GPP with the V2X SI and on this application we have conducted our evaluation. 

For Mission Critical and real time application delay intolerance is a key requirement and maximum latency is deemed preferred metric rather than the average latency metric that was so far evaluated in the SI. 
2.1. Fast UL evaluation for Uu based V2V communication
V2V latency is under discussion in RAN2 in the scope of the V2X SI, however latency reduction techniques are not yet considered in this study.
V2V application is characterized with the following parameters

· Large number of UEs per Macro cell, for this evaluation we assume 500 UEs 

· Packet arrival rate of 10 packets/sec

It is also assumed that since the PAR is 1% (packet/100ms), UEs are typically kept in connected mode.
For the latency evaluation we consider legacy SR method as a baseline and compare it with SPS and CB-PUSCH (solution 1).

We had assumed 10MHz system BW and for eNB strategy we have considered moderate, aggressive and extreme approach in resource allocation for latency reduction i.e.:

· Moderate: 
10% (5 PRBs) resource allocation for latency reduction

· Aggressive: 
20% (10 PRBs) resource allocation for latency reduction

· Extreme: 
50% (25 PRBs) resource allocation for latency reduction

The Extreme strategy is assumed to be unrealistic and given here for reference only.

From the eNB strategy we can then derive the resource (SR, SPS or CB-PUSCH) periodicity. I.e the more resources the eNB allocate for latency reduction technique, the shorter would be the periodicity.

2.1.1. Latency evaluation using SR
Average and Maximum latency components for SR (without retransmission) are given in table 2.1.1-1 
Table 2.1.1-1: Average and Maximum latency components for SR
	Component
	Description
	Avg. Time (ms)
	Max. Time (ms)

	1
	Waiting time for PUCCH
	Periodicity / 2
	Periodicity

	2
	UE sends Scheduling Request on PUCCH
	1
	

	3
	eNB decodes Scheduling Request and generates the UL Grant
	3
	

	4
	Transmission of Scheduling Grant
	1
	

	5
	UE Processing Delay (decoding of scheduling grant + L1 encoding of UL data)
	3
	

	6
	Transmission of UL data
	1
	

	7
	Data decoding in eNodeB
	3
	

	
	Total delay [ms]
	Periodicity/2 + 12
	Periodicity + 12


SR is sent over PUCCH format 1. PUCCH format 1 is populating a single PRB and over it several UEs are multiplexed. The SR multiplexing level is configured by the eNB but typical values could be 12 UEs or 18 UEs per PRB   

Average and Maximum latency for SR in a V2V scenario are given in table 2.1.1-2
Table 2.1.1-2: Maximum/Average Delay for SR, 10MHz, PAR 1%, 500UEs/Cell
	Resource Utilization
	UE/PRB
	Supported UEs / TTI
	Resource Periodicity
	Avg. latency
	Max. latency

	10% (5 PRBs)
	12
	60
	~8ms
	16ms
	20ms

	
	18
	90
	~6ms
	15ms
	18ms

	20% (10 PRBs)
	12
	120
	~4ms
	14ms
	16ms

	
	18
	180
	~3ms
	13.5ms
	15ms

	50% (25 PRBs)
	12
	300
	~2ms
	13ms
	14ms

	
	18
	450
	~1ms
	12.5ms
	13ms


2.1.2. Latency evaluation using SPS

Average and Maximum latency components for SPS (without retransmission) are given in table 2.1.2-1 
Table 2.1.2-1: Average and Maximum latency components for SPS

	Component
	Description
	Max. Time (ms)
	Avg. Time (ms)

	1
	Waiting time for configured UL grant
	Periodicity
	Periodicity/2

	2
	UE Processing Delay (L1 encoding of UL data)
	
	3

	3
	Transmission of UL data
	
	1

	4
	Data decoding and processing in eNodeB
	
	3

	
	Total delay [ms]
	Periodicity + 7
	Periodicity/2 + 7


For SPS, it is assumed that each UE is allocated with a single PRB for each SPS occasion
Average and Maximum latency for SPS in a V2V scenario are given in table 2.1.2-2

Table 2.1.2-2: Maximum/Average Delay for SPS, 10MHz, PAR 1%, 500UEs/Cell
	Resource Utilization
	UE/PRB
	Supported UEs / TTI
	Resource Periodicity
	Avg. latency
	Max. latency

	10% (5 PRBs)
	1
	5
	100ms
	57ms
	107ms

	20% (10 PRBs)
	
	10
	50ms
	32ms
	57ms

	50% (25 PRBs)
	
	25
	20ms
	17ms
	27ms


2.1.3. Latency evaluation using CB-PUSCH (solution 1)
Average and Maximum latency components for CB-PUSCH are given in table 2.1.3-1 
Table 2.1.3-1: Average and Maximum latency components for CB-PUSCH (solution 1)
	Component
	Description
	Avg. Time (ms)
	Max. Time (ms)

	1
	Waiting time for configured UL grant
	Periodicity/2
	Periodicity

	2
	UE Processing Delay (L1 encoding of UL data)
	3
	

	3
	Transmission of UL data
	1
	

	4
	Data decoding and processing in eNodeB
	3
	

	 With Collision

	5
	Transmission of Scheduling Grant
	1
	

	4
	UE Processing Delay (decoding of scheduling grant + L1 encoding of UL data)
	3
	

	3
	Transmission of UL data
	1
	

	4
	Data decoding and processing in eNodeB
	3
	

	
	Total delay [ms]
	Simulated
	Periodicity + 15


For CB-PUSCH, it is assumed that 4 UEs are allocated with a single PRB for each CB-PUSCH occasion.
Maximum latency for CB-PUSCH in a V2V scenario are given in table 2.1.3-2

Table 2.1.3-2: Maximum/Average Delay for CB-PUSCH(solution 1), 10MHz, PAR 1%, 500UEs/Cell
	Resource Utilization
	UE/PRB
	Supported UEs / TTI
	Resource Periodicity
	Collision Probability
	Avg. latency
	Max. latency

	10% (5 PRBs)
	4
	20
	25ms
	58.4%
	36.8ms
	40ms

	20% (10 PRBs)
	
	40
	12.5ms
	36.3%
	23ms
	27.5ms

	50% (25 PRBs)
	
	100
	5ms
	15.5%
	13.4ms
	20ms


2.1.4. SR, SPS & CB-PUSCH (solution 1) comparison

Table 2.1.4-1 compares the maximum latency for SR (with 18 as multiplexing level), SPS & CB-PUSCH in V2V scenario

Table 2.1.4-1: Maximum Delay, 10MHz, PAR 1%, 500UEs/Cell
	Method
	Avg. Delay(10%/20%/50% utilization)
	Max Delay (10%/20%/50% utilization)

	SPS
	57ms/ 32ms/ 17ms
	107ms/ 57ms/ 27ms

	CB-PUSCH
	36.8ms/ 23ms/ 13.4ms
	40ms/ 27.5ms/ 20ms

	SR(18)
	15ms/ 13.5ms/ 12.5ms
	18ms/ 15ms/ 13ms


Observation 1 The legacy baseline SR method outperforms SPS and CB-PUSCH both on average latency and even more significantly on maximum latency.

Observation 2 At least for the evaluated scenario, with 10% resource utilization, SPS cannot comply with the maximum 100ms latency requirement for LTE based V2X identified in TR 22.885 section 5.1.5

2.2. Varying packet size

Another aspect that may be different for mission critical applications in compare to the evaluation done so far for HTTP/FTP+TCP application is the UL packet size. For example, for FTP download it is assumed that most UL packets are TCP ACK which are relatively small and can be accommodated in a single UL PRB. However this is not necessarily the case for other applications.

If the arriving UL data is of a Medium/Large size, a BSR would have to be sent to the eNB in order to request an appropriate grant which introduces additional latency. 

Table 2.2-1: Additional latency components for Medium/Large Packet

	Component
	Description
	Time (ms)

	UE transmits a BSR

	X+1
	eNB decodes BSR and generates the UL Grant
	3

	X+2
	Transmission of scheduling grant
	1

	X+3
	UE Processing Delay (L1 encoding of UL data)
	3

	X+4
	Transmission of UL data
	1

	Data decoding and processing in eNodeB

	
	Total delay [ms]
	8


Observation 3 For a Medium/Large packet, the overall UL latency is increased by 8ms 

3. Conclusion 
We have analyzed V2V scenario and varying packet size and came to the following observations

Observation 1
The legacy baseline SR method outperforms SPS and CB-PUSCH both on average latency and even more significantly on maximum latency.

Observation 2
At least for the evaluated scenario, with 10% resource utilization, SPS cannot comply with the maximum 100ms latency requirement for LTE based V2X identified in TR 22.885 section 5.1.5

Observation 3
For a Medium/Large packet, the overall UL latency is increased by 8ms

Based on the discussion and observations, we propose the following:
Proposal 1
Capture a summary of latency aspects with regards to use cases and applications including observations in TR 36.881 . 
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