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1 Introduction
Within the “Feasibility Study on LTE-based V2X Services” [1], RAN1 defined deployment scenarios, vehicle densities, and traffic models [2], the latter being divided into two cases. One traffic model covers event-triggered message transmissions, and the other one covers periodic message transmission. Periodic traffic case is mandatory. Event-triggered traffic case can be evaluated optionally with or without periodic traffic. As the periodic message transmission puts higher constraints on the capacity, we will focus on the periodic transmission scenario. Together with the requirements defined in [3] by SA1, we can evaluate the feasibility of Uu transport in terms of latency and capacity. In this contribution, we will focus on MBMS. First, we will analyse the V2X setup procedure involving MBMS bearers in order to illustrate the steps that (do not) contribute to the transmission latency. Then we will take a look at the deployment scenarios and assumptions in order to estimate the maximum capacity.
2 Discussion
Service requirements and assumptions
In RAN1, two scenarios were agreed for the evaluation, i.e. a freeway scenario and an urban scenario. Corresponding assumptions and SA1 requirements on the effective range, the maximum latency and the packet reception ratio (PRR) are summarized in Table 1. Due to the high transmission periodicity of 10 Hz, cumulative packets will be received with higher reliability.
	
	Effective range
	RAN1 assumptions on ISD
	RAN 1 assumptions on UE velocity
	Transmit periodicity

(RAN1)
	Maximum tolerable latency
	Minimum radio layer message reception reliability (probability that the recipient gets it within 100 ms)
	Example Cumulative transmission reliability

	#2 (freeway)
	320 m
	1732 m
	140 kmph / 70 kmph
	10 Hz
	100 ms
	80%
	96%

	#4 (NLOS / urban)
	150 m
	500 m
	60 kmph / 
15 kmph
	10 Hz / 
2 Hz
	100 ms
	90%
	99%


Table 1: Service requirements for freeway and urban scenario [2]

 REF _Ref434305126 \r \h 
[3] 

According to the proposed traffic model for periodic transmissions in [2], each vehicle transmits one 300-byte message followed by four 190-byte messages. The average message size is 212 bytes then. With a transmit periodicity of 10 Hz, this results in an uplink data rate of Rcar (10Hz) = (212 bytes) * 8 bit/byte * 10Hz = 17 kbps. 
In urban scenarios at lower velocities, the same message sequence is used with a lower transmit periodicity, i.e. Rcar (2Hz) = Rcar (10Hz) * 2Hz / 10Hz = 3.4 kbps.
For the vehicle density, an average inter-vehicle distance in the same lane is 2.5 sec * absolute vehicle speed. Baseline assumption is that we have the same density/speed in all the lanes.
V2X setup procedure

We assume that traffic services covering periodic transmissions will always be available, i.e. the setup procedure will not be event-triggered. 

From a network point-of-view, we can assume that MBMS bearers are pre-established. The corresponding establishment procedure is shown in Section 2.1.1. 

From a user point-of-view, a service registration and pre-configurations will be performed before the user is involved in the message transmission and reception.
MBMS bearer establishment
For the use of pre-established MBMS bearers, the V2X server will first request the BM-SC to assign a TMGI and configure an MBMS bearer for the traffic service. Then the MBMS bearer is pre-established. Afterwards, the MBMS service can be advertised to the UE via system information and MCCH. The MBMS bearer establishment is illustrated in Figure 1.

[image: image1]
Figure 1: Pre-establishment of MBMS bearer
V2X communication and delays
The periodic message transmissions are used mutually for cooperative awareness on the environment. So in contrast to group communication, where we have only one speaker per call, each vehicle within the V2X communication will be a transmitting and a receiving UE at the same time. The V2X communication procedure is shown in Figure 2. For more convenient illustration, we will anyway distinguish between a transmitting UE and a receiving UE. 
During the pre-configuration phase, which is needed for the V2X communication setup, the UE has to join the group at the V2X server, i.e. it will be registered and authenticated. Furthermore, security keys need to be exchanged for message transmission and reception. The (receiving) UE downloads the User Service Description for the MBMS service of interest from the BM-SC, so that it gets relevant information for the MBMS reception.
For initial V2X transmission, the UE has to setup a unicast bearer. This may require a previous transition from RRC_IDLE to RRC_CONNECTED. It can be assumed that the unicast bearer is already setup for periodic transmission and therefore, the setup delay for initial transmission is not relevant.

For initial V2X reception, i.e. “group joining” on radio level, the UE has to read the MBMS control info first, i.e. relevant system and control information, before it can start the MRB establishment for the MBMS service of interest. For periodic reception of messages, the initial V2X reception only plays a role for service continuity.


[image: image2]
Figure 2: V2X communication
As a consequence, the most relevant V2X delay is the user plane delay. The delay consists of the delay to send the UL message by the transmitting UE, the message processing, aggregation and relaying at the V2X server, and the downlink transmission from the V2X server via the BM-SC and the E-UTRAN to the receiving UE, which includes the delay caused by the SYNC protocol, and the MCH scheduling period (MSP). The delay components are summarized in Table 1, based on 5.2.1.1.3 in [5] with adapted values for the MSP and SYNC sequence length. Similar assumptions with the same or possibly smaller values can be made for SC-PTM for DRX and SYNC.
	Description
	Time (ms)
	Comments

	Sending UE ( eNB
	10
	Reference: Annex B.2 of 3GPP TR 36.912 [6]

	eNB ( SGW/PGW ( V2X AS ( BM-SC
	20
	Out of RAN WG2 scope, the value 20ms, is shown as an example representative of the time required for the procedure. Backhaul transmission delay of 10ms on each network interface is assumed.

	BM-SC ( eNB
	20
	Assumes SYNC sequence length = 20ms = MSP/2. 
The eNB processing time and M1 delay are captured into the 20ms.

	eNB ( Receiving UEs
	40
	MSP = 40 ms

	Total
	90
	 


Table 2: Worst case user plane delay 
As a consequence, the 100 ms latency requirement provided in [3] can be met.
Proposal 1 Capture the V2X communication procedure using pre-established MBMS bearers in TR 36.885.
Proposal 2 Capture in TR 36.885 that the user plane requirements can be met with MBMS.

Spectral efficiency for single-cell MBMS deployment

As shown in Table 1, the messages foreseen in the periodic transmission scenario are intended for an effective range that is smaller than the cell radius, such that each transmitted message only has a local relevance, i.e. the message will be relevant in the UE’s cell and possibly in two neighboring cells close to the UE. In contrast to regular group communication, where we basically have one talker and multiple receivers which are spread out in a wider area, the V2X scenario corresponds to a case where everyone talks to everyone, resulting in a substantially higher traffic volume. If we consider multi-cell MBSFN transmission and add more cells to the MBSFN area, this means that periodic uplink transmissions received within the added cells will have to be redistributed in that MBSFN area. In other words, the downlink data rate increases with the number of cells added to the MBSFN area. However, as shown in [6], the spectral efficiency does not increase with the same ratio when increasing the number of contributing MBSFN cells. Furthermore, localized MBSFN transmissions require the use of overlapping MBSFN areas, i.e. time multiplexing would be used for the transmission in overlapping MBSFN areas reducing the available radio resource in each overlapping MBSFN area. For high traffic volumes with relevance only in the cell area, we will therefore consider single-cell MBMS deployment. This covers both SC-PTM and single-cell MBSFN transmission.
From [6], we have performed simulations to obtain the spectral efficiency for SC-PTM for different requirements. Figure 3 shows the CDF of the BLER for different MCS configurations. From the MCS configuration, we can obtain the transport block size according to Section 7.1.7.2.1 (transport blocks not mapped to two-layer spatial multiplexing) in [7] and thus, the spectral efficiency can be calculated as follows: S = TBS / B / TTI. TTI = 10-3 s
	MCS index
	0
	1
	2
	3
	4 
	5
	6
	7
	8

	TBS
	1384
	1800
	2216
	2856
	3624
	4392
	5160
	6200
	6968


Table 3: TBS table for 10 MHz bandwidth

Simulation assumptions:

· 3GPP case 1 (urban scenario)

· vertical eNB antenna pattern according to TR 36.814 with 15( el. tilt.

· ISD = 500 m

· no macro mobility

· 10MHz bandwidth

· 2GHz carrier frequency 

· 100 % cell load ( maximum interference

· 19 sites, 57 cells

· 2x2 MIMO with Alamouti and IRC

· Control region size CFI = 2 OFDM symbols (data region size = 12 OFDM symbols)

For the urban scenario, MCS 6 is the highest MCS fulfilling the requirement that 95 % of the users have a PRR = 90 %, which corresponds to a spectral efficiency of 0.51 b/s/Hz for SC-PTM. 

The spectral efficiency for MBSFN transmission is lower due to the following reasons:

·  Longer CP results in longer OFDM symbol duration ( for CFI = 2, we have 10 instead of 12 OFDM symbols for transmission ( loss of 17 %

· SIMO transmission instead of 2x2 Alamouti results in approximately ~1 dB loss ( loss of 20 %

This will result in a total loss of about 34 %, i.e. with those losses the resulting spectral efficiency for single-cell MBSFN would be 0.51 b/s/Hz * 66 % = 0.34 b/s/Hz. However, due to the MCS configuration we have to select a suitable MCS which will result in a lower spectral efficiency. If we take a look at the TBS table of Section 7.1.7.2.1 in [7], we have the following transport block sizes for 10 MHz bandwidth: 2856 bits (MCS 3) and 3624 bits (MCS 4). So the next smallest one is MCS 3, resulting in a spectral efficiency of 0.29 b/s/Hz.
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Figure 3: CDF of BLER for SC-PTM using different MCS configurations
As we do not have simulation results available for MBSFN transmission, we will use the above approximations to estimate the spectral efficiency for MBSFN transmission.
	
	
	Spectral efficiency for SC-PTM
	Estimate for MBSFN 

	Urban 
	PRR = 90 %
	0.51 b/s/Hz (MCS 6)
	0.29 b/s/Hz (MCS 3)

	Freeway *
	PRR = 80 %
	
	


 Table 3: Spectral efficiency for different reliability requirements
The spectral efficiency obtained from simulation results and estimations are captured in Table 3. For the freeway scenario, we have higher ISD, but at the same time a lower PRR. Therefore, we will assume the same spectral efficiency.
Scenarios
In the following, we will discuss the freeway and urban scenario and the corresponding assumptions and make a simple estimation on the capacity. System information overhead will not be considered. 

We consider a system bandwidth of B = 20 MHz.
Freeway scenario

The freeway scenario defined in [2] is depicted in Figure 4. The eNBs are placed along the freeway with an ISD of 1732 m. There are 6 lanes with a length of 2*ISD = 3464 m, resulting in a total length of 20784 m covered by 4 cells. 
	Vehicle speed v
	70 km/h = 19.44 m/s
	140 km/h = 38.89 m/s

	Inter-vehicle distance = 2.5 s * v
	48.61 m
	97.22 m

	Cars per cell Ncars
	107
	54


Table 4: Vehicle density in freeway scenario

[image: image4]
Figure 4: Freeway scenario

Unicast example
For unicast transmission, appropriate filtering could be performed to redistribute the messages to the neighboring cars that are within the effective range of 320 m. Here, we do not distinguish between the direction nor the lanes of the vehicles. All vehicles with the effective range are considered as neighbor cars that will receive the message of the concerned car. The number of neighbor cars is then 
Nneighbors(70 km/h) = 2 * 320 m * 6 lanes / 48.61 m – 1 = 78 cars.
Nneighbors(140 km/h) = 2 * 320 m * 6 lanes / 97.22 m – 1 = 39 cars.

The required rate in in each cell would be calculated as follows considering an UL data rate from each vehicle of 17 kbps as assumed in Section 2.1: 

Rcell(70 km/h) = Ncars * Nneighbors * Rcar = Ncars * 78 * 17 kbps = Ncars * 1.326 Mbps
Ncars is the number of cars within the cell and is dependent on the cell size and the vehicle distance. 

	Scheme and antenna configuration
	Cell average [b/s/Hz/cell]
	Cell edge [b/s/Hz]

	
	L=1
	L=2
	L=3
	L=1
	L=2
	L=3

	Rel-8 SU-MIMO 4 x 2 (C)
	2.3
	2.1
	1.9
	0.081
	0.076
	0.069

	Rel-8 SU-MIMO 4 x 2 (A)
	2.1
	2.0
	1.8
	0.067
	0.063
	0.057

	MU-MIMO 4 x 2 (C)
	3.9
	3.5
	3.2
	0.11
	0.099
	0.090


Table 5: Downlink spectral efficiency (FDD), Rma (Section 16.4.1.4 in [8])
In order to estimate the unicast capacity, we will assume that the overhead of the downlink control channels spans L=2 OFDM symbols and 4x2 MU-MIMO to obtain the average spectral efficiency in a cell as given in Table 5. 
In Table 6, we show the supported vehicle density in a cell Nsupported is the number of vehicles that can be supported in a cell. With the given RAN1 assumptions, the capacity requirements cannot be met for unicast. One possible solution would be to install eNBs with a smaller ISD, so that less vehicles have to be served within a car. With an ISD of about 847 m, the capacity requirements can be met.
	Speed (km/h)
	140
	70
	70

	ISD (m)
	1732
	1732
	~ 847

	Density requirement Ncars
	54
	107
	52

	Nneighbors
	39
	78
	78

	Assumed spectral efficiency S (b/s/Hz) 
	3.5
	3.5
	3.5

	Supported rate Rsupported = S * B 

	70 Mbps
	70 Mbps
	70 Mbps

	Supported density Nsupported
	105 (OK)
	52 (not OK)
	52 (OK)


Table 6: Estimated capacity for different ISDs
PTM estimate

For PTM transmission, we will assume SC-PTM transmission as well as single-cell MBSFN deployment due to the reasons described in Section 2.3.
In each cell, messages originating from that cell and from the 2 adjacent cells along the freeway will be transmitted, i.e. each cell transmits messages received from Ncells = 3, which is the number of cells for UL data collection.
	Scenario
	Highway (Ncells = 3, PRR = 80 %)

	Speed (km/h)
	140
	70

	Density requirement Ncars
	54
	107

	Rate requirement Rrequired = Ncars * Ncells * 17 kbps
	2.75 Mbps
	5.5 Mbps

	Estimated spectral efficiency SC-PTM (b/s/Hz) 
	0.51* 
	0.51*

	Supported rate Rsupported = S * B 1  for SC-PTM (Mbps)
	10.2 
	10.2 

	Supported density for SC-PTM Nsupported
	200 (OK)
	200 (OK)

	Estimated spectral efficiency MBSFN (b/s/Hz) 
	0.29* 
	0.29*

	Supported rate Rsupported = S * B 1 for MBSFN (Mbps) for 60 % / 100 % subframe allocation
	3.48 / 5.8
	3.48 / 5.8

	Supported density for MBSFN Nsupported
	68 (OK)
	34 (not OK)


Table 7: Estimated capacity for SC-PTM and MBSFN for freeway scenario
In Table 7, we evaluate the capacity requirements for V2X using SC-PTM and MBSFN respectively, considering that only up to 60 % of the available subframes can be configured for MBSFN. Furthermore, we summarize the obtained / estimated spectral efficiencies and calculate the rate Rsupported that can be supported within a cell and compare them to the rates required to meet the capacity requirements. 
Observation 1 In the freeway scenario, PTM transmission for periodic messaging is more efficient than unicast.

Observation 2 SC-PTM can meet the capacity requirements for the freeway scenario.

Urban scenario
In the urban scenario, we have many parallel streets and intersections as depicted in Figure 5. In [2], it is assumed that we have blocks with a size of 433 m * 250 m covering an area of 0.108 km2, while the cell area with an ISD = 500 m covers an area of 0.072 km2.
In each block, we have 4 lanes in the vertical direction with a length of 433 m each, and 4 lanes in the horizontal direction with a length of 250 m each, resulting in total length of 2732 m.
With the inter-vehicle distance and the ratio between cell area and block area we can calculate the number of cars per cell Ncars. The results are summarized in Table 8.
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Figure 5: Urban scenario

	Vehicle speed v
	15 km/h = 4.17 m/s
	60 km/h = 16.67 m/s

	Inter-vehicle distance 2.5 s * v
	10.5 m
	41.7 m

	Cars per cell Ncars
	175
	44


Table 8: Vehicle density in urban scenario
Unicast example

The effective range in the urban scenario is 150 m, resulting in a coverage area of 0.071 km2, i.e. the number of neighboring cars is Nneighbors(15 km/h) = 171 cars, so that the required rate in in each cell would be calculated as follows:

Rrequired(10Hz) = Ncars * Nneighbors  * 17 kbps
Rrequired(2Hz) = Ncars * Nneighbors  * 3.4 kbps
The number of supported cars in the cell would be Nsupported = Rsupported / ( Ncells * Rcar ). 

	Speed (km/h)
	60
	15
	15

	Transmit periodicity
	10 Hz
	10 Hz
	2 Hz

	Density requirement Ncars
	44
	175
	175

	Nneighbors in effective range
	41
	171
	171

	Assumed spectral efficiency S (b/s/Hz) 

	2.6
	2.6
	2.6

	Supported rate Rsupported = S * B 1
	52 Mbps
	52 Mbps
	52 Mbps

	Supported density Nsupported
	74 (OK)
	17 (NOK)
	89 (NOK)


Table 9: Estimated capacity for different ISDs
The supported densities are summarized in Table 9. 
PTM example

Due to the traffic density in the urban scenario, it is necessary to transmit messages originating from the concerned cell as well as from the 6 neighboring cells (center cell + 1 cell ring), i.e. Ncells = 7.
Nsupported = Rsupported / ( Ncells * Rcar ). 

The rate Rcar for each vehicle is 17 kbps for a transmit periodicity of 10 Hz or 3.4 kbps for 2 Hz. 

The supported densities for PTM transmission are summarized in Table 10.
	Scenario
	Urban (Ncells = 7)

	Speed (km/h)
	60
	15
	15

	Transmit periodicity
	10 Hz
	10 Hz
	2 Hz

	Density requirement Ncars
	44
	175
	175

	Rate requirement Rrequired = Ncars * Ncells * Rcar (Mbps)
	5.23 
	20.1 
	4.17 

	Actual spectral efficiency SC-PTM (b/s/Hz)
	0.51 
	0.51 
	0.51

	Supported rate Rsupported = S * B for SC-PTM (Mbps)
	10.2
	10.2
	10.2

	Supported density for SC-PTM 
	86 (OK)
	86 (NOK)
	429 (OK)

	Estimated spectral efficiency MBSFN (b/s/Hz) 
	0.29 *
	0.29 *
	0.29 *

	Supported rate Rsupported = S * B for MBSFN (Mbps)
(assuming 60 % / 100 % resource allocation)
	3.48 / 5.8
	3.48 / 5.8
	3.48 / 5.8

	Supported density for MBSFN 
(assuming 60 % / 100 % resource allocation)
	29 / 48
(NOK / OK)
	29 / 48
(NOK / NOK)
	130 / 216
(NOK / OK)


Table 10: Estimated capacity for SC-PTM and MBSFN for urban scenario
Therefore, we have the following observations.

Observation 3 High traffic load is caused by periodic CAM transmission.
Specifically in dense scenarios, where vehicles move slowly resulting in a lower inter-vehicle-distance, the capacity requirements cannot be met. With slowly moving users, the danger and the need for frequent message updates is much lower. Also from a capacity perspective, a lower transmit periodicity will be a substantial option to reduce the traffic load within the cell. 

Proposal 3 Confirm that reduced transmit periodicities (2 Hz) are important to limit the traffic load when vehicles move slowly.
Summary
All the estimated capacities for unicast, SC-PTM and MBSFN are summarized in Table 11.
	Scenario
	Urban (Ncells = 7)
	Freeway (Ncells = 3)

	Required PRR
	90 %
	80 %

	Spectral efficiency (b/s/Hz)
	0.51 for SC-PTM
0.29 for MBSFN
	0.51 for SC-PTM
0.29 for MBSFN

	Vehicle speed v
	60km/h
	15km/h
	15km/h
	140km/h
	70km/h

	Message frequency
	10 Hz
	10 Hz
	2 Hz
	10 Hz
	10 Hz

	Required density Ncars
	44
	175
	175
	54
	107

	Supported density unicast 
(assumes filtering at V2X server)
	74 (OK)
	17 (NOK)
	89 (NOK)
	104 (OK)
	52 (NOK)

	Supported density SC-PTM
	86 (OK)
	86 (NOK)
	429 (OK)
	200 (OK)
	200 (OK)

	Supported density MBSFN

(60 % / 100 % resource allocation)
	29 / 48 

(NOK / OK)
	29 / 48 

(NOK)
	130 / 216 

(NOK / OK)
	73 / 121

(OK / OK)
	73 / 121 

(NOK / OK)


Table 11: Capacity estimations for unicast, SC-PTM and single-cell MBSFN
Observation 4 In both the urban and the freeway scenario, capacity requirements using unicast can only be met if the ISD is reduced, such that fewer vehicles have to be served within a cell. This also requires proper filtering in the V2X server.

Observation 5 MBSFN can be used for lower traffic loads / lower vehicle densities.
For highly loaded systems, filtering is essential for the V2X server. Sufficient processing power is needed to meet the delay requirements for unicast as the V2X server has to process all the UL messages and track the vehicles locations and for MBSFN transmission, such filtering is easier. The message received in a specific cell will simply be forwarded to the neighbouring cells. 

For MBSFN transmission, it is currently only possible to use mixed unicast/MBSFN carriers, and only 60 % of the subframes can be configured for MBSFN. 

In order to provide sufficient capacity when using MBSFN for scenarios with higher vehicle density, one option would be the introduction of dedicated MBMS carriers, where all subframes can be used for MBSFN transmission. The use of dedicated MBMS carriers would also provide the possibility to remove the overhead of the downlink control channels that span the first 1-2 OFDM symbols.
Proposal 4 Consider the introduction of dedicated MBMS carriers.

3 Conclusion

In section 2 we made the following observations:
Observation 1
In the freeway scenario, PTM transmission for periodic messaging is more efficient than unicast.
Observation 2
SC-PTM can meet the capacity requirements for the freeway scenario.
Observation 3
High traffic load is caused by periodic CAM transmission.
Observation 4
In both the urban and the freeway scenario, capacity requirements using unicast can only be met if the ISD is reduced, such that fewer vehicles have to be served within a cell. This also requires proper filtering in the V2X server.
Observation 5
MBSFN can be used for lower traffic loads / lower vehicle densities.


Based on the discussion in section 2 we propose the following:
Proposal 1
Capture the V2X communication procedure using pre-established MBMS bearers in TR 36.885.
Proposal 2
Capture in TR 36.885 that the user plane requirements can be met with MBMS.
Proposal 3
Confirm that reduced transmit periodicities (2 Hz) are important to limit the traffic load when vehicles move slowly.
Proposal 4
Consider the introduction of dedicated MBMS carriers.
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� The bandwidth B is assumed to be B=20MHz


� The average spectral efficiency is taken from the downlink spectral efficiency (FDD), Uma (Section 16.4.1.3 in � REF _Ref434504149 \r \h � \* MERGEFORMAT �[8]�) for 4x2 MU-MIMO and L = 2.
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