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1   Introduction
One key challenge that LAA has to address is the fair coexistence between LTE LAA and other technologies such as Wi-Fi, as well as the fair sharing of unlicensed spectrum among LAA devices from different operators. 4 DL LBT priority classes have been defined as follows [1],


with the agreements of “

· Rel-13 supports at least DL LBT priority class 3
· Use of different LBT parameters than the DL LBT priority class 3 will be supported in Rel-13 if RAN2 and RAN1 finds the associated work feasible within Rel-13 time frame”.


This contribution analyzes the DL LBT operation to support data traffic with different QoS requirements, either with only LBT priority class 3, or with multiple LBT priority classes.
2   DL LBT Operation
For DL traffic, it has been agreed that “the eNB can decide which data of which radio bearers is mapped to which carrier(s) (in licensed or unlicensed spectrum).” [2] Hence, QoS control in LAA system has “no impact on LTE RAN specifications.” [2] Then, we should discuss whether or not it is necessary to provide QoS differentiation through LBT procedure. 
Approach 1: No differentiation in LBT operation, i.e., LBT priority class 3 is always applied, and QoS differentiation may be achieved by proper scheduling.
As illustrated in Figure 1, whenever there is a need of DL data transmission over unlicensed carrier, the LBT operation is started with the set of parameters of LBT priority class 3, regardless of the QoS class of the data waiting for transmission. 
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Figure 1: Only LBT priority class 3 is applied on unlicensed carrier for data transmission
Since the LBT parameters are set according to best effort traffic, a low QoS class, this approach provides sufficient fairness to other technologies. If LBT priority class 3 fails to secure unlicensed carrier in time for data of higher QoS requirement, eNB can schedule these data to be transmitted on licensed carrier, as illustrated in Figure 2.
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Figure 2: Opportunistically applying LBT priority class 3 on unlicensed carrier for data of higher QoS requirements
Once the radio resources have been secured /reserved by LBT successfully and a MAC PDU is requested to be constructed for transmission, the data of higher QoS priority has better opportunity of being included than the data of lower QoS priority. The scheduling algorithm may be similar to LTE UL LCP procedure. Under conditions of heavy congestion in unlicensed band, Approach 1 may put LAA in disadvantage position to WLAN to carry higher priority QoS traffic such as voice and video. In this case, LAA system has the possibility to limit the use of the unlicensed spectrum only to the best effort traffic, and to schedule all voice and video traffic on licensed carriers. 
Observation 1: The support of multiple QoS services over unlicensed carrier may be achieved with only LBT priority class 3.
Approach 2: LBT parameters is QoS class specific, such that data of higher QoS priority have better probability of reserving the channel than data of lower QoS priority have. 
When there is only one QoS class of data to be transmitted over unlicensed carrier, it is obvious that the LBT operation should apply the parameters of that specific class accordingly and run a single channel access engine. However, when mixed data of multiple QoS classes are waiting in the buffer to be transmitted over unlicensed carrier, several variations may be considered: 
Approach 2-1: multiple access engines are running in parallel, with each access engine running with the set of LBT parameters corresponding to one respective QoS class of data in the buffer. 
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Figure 3: Multiple LBT priority classes with parallel LBT engines
This is similar to the Wi-Fi solution of EDCA (Enhanced Distributed Channel Access). In the EDCA scheme, four ACs (access categories) are supported and each AC operates with a set of EDCA parameters consisting of contention window sizes, arbitration interframe space (AIFS), and TXOP (transmission opportunity) limit. High priority AC encounters lower latency due to reduced backoff period.
The LBT engines for different ACs run in parallel inside the same device. These engines sense the channel and decrement their backoff independently. When the backoff counter reaches zero, it is evaluated if an internal collision for transmission happens. In this situation, the engine that has higher traffic priority will acquire the channel for the transmission of its packet while the other ones with lower AC priorities go back to backoff after adjusting the backoff window.

In a TXOP the WiFi shall transmit only packets of the primary AC, which is the AC the TXOP was acquired for. However, for DL-MU-MIMO transmissions (available in 11ac), packets of other AC are allowed to share the TXOP if there is still space available after packets of the primary AC are all sent.
As illustrated in Figure 3, assuming LBT engine of QoS class Y win the channel, eNB will schedule data of QoS class Y during the corresponding TxOP duration. eNB may schedule data of QoS class Z only if data of QoS class Y is emptied and there is still room in TxOP of QoS class Y. Usually the time intervals of TxOP vary with different QoS classes, e.g., the higher the QoS class priority, the shorter the TxOP is.
When multiple access engines are running in parallel for different QoS services, the issue of internal collision may occur, e.g., LBT engine for QoS class Y should execute a back-off procedure and consider the channel occupied in the TxOP, if the channel is reserved by QoS classes X or Z. Internal collision is different from external collision, where transmissions from different UEs occur and any of the transmissions can go through or all of them can fail. Internal collision doesn’t involve collision of real transmissions, because the highest priority class should always win out and low priority classes should always back-off. However, it is not clear if the same back-off procedure for external collision should be applied also for internal collision.
Observation 2: It is not clear if the handling of internal collision is well defined in RAN1, when parallel LBT engines are running for multiple LBT priority classes.
Proposal 1: Multiple LBT priority classes with parallel access engines are not supported in Rel-13.
Approach 2-2: a single access engine is running with the set of LBT parameters determined by the QoS classes of data in the buffer. 
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Figure 4: Multiple LBT priority classes with single LBT engine
LBT may be performed before or after MAC PDU is generated.
If LBT is performed before MAC PDU is generated, the eNB determines which LBT parameter set to use according to its scheduling decision. For example, the eNB may select LBT parameter set associated with the logical channel which it intends to schedule for the following transmission opportunity. If eNB wins the contention, it generates MAC PDU from the buffer of the logical channel corresponding to the used LBT priority class. If buffer of this logical channel is emptied and there is radio resource left, MAC SDUs from other logical channels can be multiplexed.
If LBT is performed after MAC PDU is generated, the eNB first generates a MAC PDU according to its scheduling decision by multiplexing logical channels’ MAC SDUs. Then it performs LBT using the parameter set corresponding to the lowest priority class in the MAC PDU.
QCI (QoS class identifier) corresponds to different QoS requirements, as shown in Table 1 [3]. 
Table 1: Standardized QCI characteristics
	QCI
	Resource Type
	Priority Level
	Packet Delay Budget
	Packet Error Loss

Rate (NOTE 2)
	Example Services

	1
(NOTE 3)
	
	2
	100 ms
(NOTE 1, NOTE 11)
	10-2
	Conversational Voice

	2
(NOTE 3)
	
GBR
	4
	150 ms
(NOTE 1, NOTE 11)
	10-3
	Conversational Video (Live Streaming)

	3
(NOTE 3)
	
	3
	50 ms
(NOTE 1, NOTE 11)
	10-3
	Real Time Gaming

	4
(NOTE 3)
	
	5
	300 ms
(NOTE 1, NOTE 11)
	10-6
	Non-Conversational Video (Buffered Streaming)

	65
(NOTE 3, NOTE 9)
	
	0.7
	75 ms
(NOTE 7,
NOTE 8)
	
10-2
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66
(NOTE 3)
	
	
2
	100 ms
(NOTE 1,
NOTE 10)
	
10-2
	Non-Mission-Critical user plane Push To Talk voice

	5
(NOTE 3)
	
	1
	100 ms
(NOTE 1, NOTE 10)
	10-6
	IMS Signalling

	6
(NOTE 4)
	
	
6
	
300 ms
(NOTE 1, NOTE 10)
	
10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
(NOTE 3)
	Non-GBR
	
7
	
100 ms
(NOTE 1, NOTE 10)
	
10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
(NOTE 5)
	
	
8
	
300 ms
(NOTE 1)
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
(NOTE 6)
	
	9
	
	
	sharing, progressive video, etc.)

	69
(NOTE 3, NOTE 9)
	
	0.5
	60 ms
(NOTE 7, NOTE 8)
	10-6
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
(NOTE 4)
	
	5.5
	200 ms
(NOTE 7, NOTE 10)
	10-6
	Mission Critical Data (e.g. example services are the same as QCI 6/8/9)

	NOTE 1:
A delay of 20 ms for the delay between a PCEF and a radio base station should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. This delay is the average between the case where the PCEF is located "close" to the radio base station (roughly 10 ms) and the case where the PCEF is located "far" from the radio base station, e.g. in case of roaming with home routed traffic (the one-way packet delay between Europe and the US west coast is roughly 50 ms). The average takes into account that roaming is a less typical scenario. It is expected that subtracting this average delay of 20 ms from a given PDB will lead to desired end-to-end performance in most typical cases. Also, note that the PDB defines an upper bound. Actual packet delays - in particular for GBR traffic - should typically be lower than the PDB specified for a QCI as long as the UE has sufficient radio channel quality.

NOTE 2:
The rate of non congestion related packet losses that may occur between a radio base station and a PCEF should be regarded to be negligible. A PELR value specified for a standardized QCI therefore applies completely to the radio interface between a UE and radio base station.

NOTE 3:
This QCI is typically associated with an operator controlled service, i.e., a service where the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. In case of E-UTRAN this is the point in time when a corresponding dedicated EPS bearer is established / modified.

NOTE 4:
If the network supports Multimedia Priority Services (MPS) then this QCI could be used for the prioritization of non real-time data (i.e. most typically TCP-based services/applications) of MPS subscribers.

NOTE 5:
This QCI could be used for a dedicated "premium bearer" (e.g. associated with premium content) for any subscriber / subscriber group. Also in this case, the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. Alternatively, this QCI could be used for the default bearer of a UE/PDN for "premium subscribers".

NOTE 6:
This QCI is typically used for the default bearer of a UE/PDN for non privileged subscribers. Note that AMBR can be used as a "tool" to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.

NOTE 7:
For Mission Critical services, it may be assumed that the PCEF is located "close" to the radio base station (roughly 10 ms) and is not normally used in a long distance, home routed roaming situation. Hence delay of 10 ms for the delay between a PCEF and a radio base station should be subtracted from this PDB to derive the packet delay budget that applies to the radio interface.

NOTE 8:
In both RRC Idle and RRC Connected mode, the PDB requirement for these QCIs can be relaxed (but not to a value greater than 320 ms) for the first packet(s) in a downlink data or signalling burst in order to permit reasonable battery saving (DRX) techniques.

NOTE 9:
It is expected that QCI-65 and QCI-69 are used together to provide Mission Critical Push to Talk service (e.g., QCI-5 is not used for signalling for the bearer that utilizes QCI-65 as user plane bearer). It is expected that the amount of traffic per UE will be similar or less compared to the IMS signalling.

NOTE 10:
In both RRC Idle and RRC Connected mode, the PDB requirement for these QCIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.

NOTE 11:
In RRC Idle mode, the PDB requirement for these QCIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.


QCI may be used to determine the LBT priority class for data of an EPS bearer. It should be noted that a QCI may corresponds to multiple services: e.g., QCI = 7 corresponds to voice and video services. Furthermore, voice service doesn’t always have higher priority than video, as video service of QCI = 6 has higher priority than voice service of QCI = 7. Hence, it may be more reasonable to map a QCI to LBT priority class according to the QCI’s priority, instead of the service corresponding to a QCI value. A possible mapping is shown in Table 2.

Table 2: Mapping between QoS requirements to LBT priority classes  
	LBT Priority Class
	QCI Priority Level

	1
	Priority < 4

	2
	4 <= Priority < 9

	3
	Priority = 9

	4
	N/A


Observation 3: In order to support QoS specific LBT operation with single access engine, the set of LBT parameters need to be determined for MAC PDU based on a mapping between MAC SDU data’s QCI priority levels and LBT priority classes.
It is not clear that sufficient studies can be performed in time on the interaction between LBT and MAC PDU generation, and the appropriate mapping between QCI and LBT priority classes. It is also noted that the Approach 1 can always be applied by network, if network chooses to, as it is the most conservative way of accessing unlicensed carrier. 
Observation 4: Approach 1 can always be applied by network, if network chooses to, as it is the most conservative way of accessing unlicensed carrier.
Proposal 2: Only Approach 1 is agreed in this meeting, i.e., LBT priority class 3 is always applied, and QoS differentiation may be achieved by proper scheduling.
3   Conclusion
This contribution analyzes the DL LBT operation to support data traffic with different QoS requirements, either with only LBT priority class 3, or with multiple LBT priority classes.

Observation 1: The support of multiple QoS services over unlicensed carrier may be achieved with only LBT priority class 3.
Observation 2: It is not clear if the handling of internal collision is well defined in RAN1, when parallel LBT engines are running for multiple LBT priority classes.

Proposal 1: Multiple LBT priority classes with parallel access engines are not supported in Rel-13.

Observation 3: In order to support QoS specific LBT operation with single access engine, the set of LBT parameters need to be determined for MAC PDU based on a mapping between MAC SDU data’s QCI priority levels and LBT priority classes.
Observation 4: Approach 1 can always be applied by network, if network chooses to, as it is the most conservative way of accessing unlicensed carrier.
Proposal 2: Only Approach 1 is agreed in this meeting, i.e., LBT priority class 3 is always applied, and QoS differentiation may be achieved by proper scheduling.
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