3GPP TSG RAN WG2 Meeting #92                                             
     
R2-156203
Anaheim, USA, 16- 20 November 2015 
Agenda item:         7.11
Source:
  Intel Corporation
Title: 
Considerations for Uu-based V2V
Document for:       Discussion 
1      Introduction
In addition to PC5-based V2V, RAN2 has discussed Uu-based V2V scenarios and concluded to consider the following two scenarios for feasibility study at RAN2#91bis [1]. 

Scenario1: UL to DL via E-UTRAN (eNB and RSU eNB type) - higher priority for analysis study until Dec. 

Scenario2: SL to UL via UE type RSU and DL from E-UTRAN (bi-directional will also be included)

Note it is indicated the Uu-based V2V scenario1 will be studied with the higher priority until RAN2#92. In this contribution, we would like to discuss further considerations from overall end2end delay point of view. 
2      Discussion
End-to-end delay analysis for Uu-based scenarios is still ongoing under the email discussion [2]. Thus in order to see overall end2end delay aspect for Uu-based scenario1, we take the values based on the email discussion and the submitted company contributions at RAN2#91bis. Table-1 shows the delay when unicast is used in DL and Table-2 shows the delay when MBMS is used in DL.

	Procedure
	Own
	[2]
	[3]
	[4]
	[5]

	UL (UE -> eNB)
	21.1
	17
	17
	10
	23.5*

	Core network (eNB -> SGW/PGW -> ITS AS -> SGW/PGW -> eNB)
	40
	20
	20
	40 (20)
	20

	DL (eNB -> UE)
	7.8
	7.5
	7.5
	10
	10

	Total (ms)
	68.9
	44.5
	44.5
	60
	53.5


Table-1. Estimated delay for Uu-based scenario1 (unicast in DL)
	Procedure
	Own
	[2]
	[3]
	[4]
	[5]

	UL (UE -> eNB)
	21.1
	17
	17
	10
	23.5*

	Core network (eNB -> SGW/PGW -> ITS AS -> BMSC -> eNB)
	50
	40
	40
	40
	40

	DL (eNB -> UE)
	44
	47.5
	47.5
	50
	50

	Total (ms)
	115.1
	104.5
	104.5
	100
	113.5


Table-2. Estimated delay for Uu-based scenario1 (MBMS in DL)
* The minimum value for UL scheduling is taken.
Although the estimated values are somewhat varied, e.g. due to the different assumption or different reference, we can see the following observations. 
[Observation-1a]: 100ms end2end delay can be met when unicast is used in DL. 
[Observation-1b]: 100ms end2end delay may or may not be met when MBMS is used in DL. 

[Observation-2]: 20ms end2end delay for pre-crash sensing warning use case [6] cannot be met. 

[Observation-3a]: The most time spending part is NW delay when unicast is used in DL. 
[Observation-3b]: The most time spending part is NW and DL transmission delay when MBMS is used in DL. 
It is debated in the email discussion whether we should also consider the RRC connection and bearer establishment procedures in the end2end delay analysis. We think considering the power consumption would be not critical to V2V UEs and RRC connection and bearer establishment takes around 80ms [7], which seems critical impact to end2end delay for V2V, it would be better to keep V2V UEs in RRC connected state so that we don’t have to take it into account in the end2end delay analysis. 
[Observation-4]: The delay for RRC connection and bearer establishment does not need to be taken into account since E-UTRAN can keep V2V UEs always in RRC connected.  

[Proposal-1]: RAN2 is asked to confirm all the above observations. 

In order to reduce end2end delay, we may need to consider to remove the most time spending part, i.e. network delay. One possible option would be to use eNB-type RSU. RSU is defined as follow [6]: 
Road Side Unit: an entity supporting V2I Service that can transmit to, and receive from a UE using V2I application. RSU is implemented in an eNodeB or a stationary UE.
However the exact function and architecture of eNB-type RSU seems not clear. Some may assume it has only transport/routing function for V2V information between distinct UEs while others may assume it consists of local GW and application server/BMSC as described in [4]. With the latter assumption, RAN2 may not need to introduce any special mechanism to transport/route V2V information between distinct UEs. On the other hand with the former assumption, we may need further study how to locally transport/route V2V information. 
[Observation-5]: dependent on the eNB-type RSU architecture, we may or may not need to further study how to locally transport/route V2V information. 
[Proposal-2]: RAN2 is asked to send an LS to SA1/2 to ask the eNB-type RSU architecture. 
3      Conclusions

In this contribution, we have seen some observations for Uu-based V2V from overall end2end delay point of view and made the following observations and proposals.  
[Observation-1a]: 100ms end2end delay can be met when unicast is used in DL. 
[Observation-1b]: 100ms end2end delay may or may not be met when MBMS is used in DL. 

[Observation-2]: 20ms end2end delay for pre-crash sensing warning use case [6] cannot be met. 

[Observation-3a]: The most time spending part is NW delay when unicast is used in DL. 

[Observation-3b]: The most time spending part is NW and DL transmission delay when MBMS is used in DL.
[Observation-4]: The delay for RRC connection and bearer establishment does not need to be taken into account since E-UTRAN can keep V2V UEs always in RRC connected.
[Observation-5]: dependent on the eNB-type RSU architecture, we may or may not need to further study how to locally transport/route V2V information.
[Proposal-1]: RAN2 is asked to confirm all the above observations.
[Proposal-2]: RAN2 is asked to send an LS to SA1/2 to ask the eNB-type RSU architecture.
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