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1
Introduction
In this contribution, a text proposal is presented aiming to include the solution description and evaluation results on CB-PUSCH solutions [1, 2]. The text proposal is based on the outcome of the following email discussion:
[91bis#34][LTE/LATRED] CB-PUSCH (Huawei)

-
Create text proposal to capture the resource efficiency evaluations of existing solutions and CB-PUSCH solutions and gains.  The TP will also capture a summary of the assumptions and how the solution works.

-
Discuss whether a conclusion on the solution itself can be reached

-
Intended outcome: Agreed text proposal and email discussion report on the conclusions for the solution
It is proposed to capture the text proposal into TR 36.881 in its next version pending discussion and agreement in RAN2.
2
Text Proposal

Note: This text proposal is based on the latest version of TR 36.881 (i.e. v0.4.0) as provided in R2-155008.
--- BEGIN Text Proposal ---
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8
Solutions for latency reduction

8.1
Semi-Persistent Scheduling

With current Semi-Persistent Scheduling (SPS), the eNodeB may configure SPS periodicity via dedicated RRC signalling. Current minimum SPS periodicity is 10ms. Supporting a SPS periodicity of 1TTI is beneficial as this may reduce the latency of initial UL transmissions. This would allow UL transmission in consecutive subframes. 

8.2
UL Grant reception

In current specifications, the UE sends a MAC PDU containing a MAC CE for padding BSR and optionally padding bits in response to an allocated UL dynamic or configured grant even if no data is available for transmission in the UE buffer and no other regular MAC CE is needed to be sent. It is beneficial to allow UEs to skip (most) dynamic and configured uplink grants if no data is available for transmission. With frequent UL grants, allowing skipping UL grants may decrease UL interference and improve UE battery efficiency. The UE will continue to send one or more regular MAC CE(s), if any. The eNB may enable skipping UL grants by RRC dedicated signalling.

8.3
Contention based PUSCH transmission
In the pre-scheduling scheme allowed by current specifications, the eNB will assign one separate UL grant for each UE in each pre-scheduling interval, and the assigned UL grant will be wasted if one UE has no available data to transmit during one pre-scheduling interval. For contention based PUSCH transmission, multiple UEs may share the same PUSCH resource (either dynamically granted or configured). Collision will happen if two or more UEs that share the same PUSCH resource perform the PUSCH transmission at the same time, and in this case the eNB may not be able to successfully decode all of the PUSCH transmissions. Contention based PUSCH transmission allows more efficient PUSCH resource utilization compared to the existing pre-scheduling scheme. However, as a result of collision, the potential retransmissions can result in increased latency for colliding UEs.
8.3.1
Solution 1 [7]
This contention based PUSCH transmission scheme is featured with UE identification even if collision happens. If the UE has available data to transmit and no collision happens, the initial transmission is identical with the existing PUSCH transmission. Nevertheless, when the initial transmission fails, the eNB needs to schedule the retransmission on a dedicated PUSCH resource to avoid the potential collision. If the UE has available data to transmit and unfortunately collision happens, for each of the colliding UE, since the eNB can distinguish it, the eNB can either first respond by PHICH ACK to hold the uplink transmission and later schedule the retransmission on a dedicated PUSCH resource, or immediately schedule the retransmission on a dedicated PUSCH resource, so as to avoid further collision. A UE configured with contention based PUSCH transmission also needs to be configured with UL grants skipping if no available data to transmit (as described in section 8.2) to minimize the potential collision.
An example of distinguishing the colliding UEs is DMRS-based UE identification. The eNB may allocate different DMRS resources (i.e. different DMRS Cyclic Shifts) to different UEs that share the same PUSCH resource, so that the eNB can identify the exact UE that performed the PUSCH transmission even if collision happens. In the current specification, there are 8 different DMRS resources. In some scenarios, the eNB may only use part of them (e.g. 4 out of 8) to maximize the orthogonality.
If the contention based PUSCH resource is assigned by dynamic scheduling, then there is no impact to the current specifications, as the DMRS Cyclic Shift can be provided by the DCI for uplink scheduling. If the contention based PUSCH resource is assigned during SPS activation, considering that the DMRS Cyclic Shift provided in the DCI for SPS activation is fixed to '000', RRC specification needs to be updated so that the eNB can provide the DMRS Cyclic Shift to the UE in SPS configuration.
8.3.2
Solution 2 [8]
The characteristics of this CB PUSCH mechanism are given as below:

· More than one UE shares the same CB resource indicated by CB grant;

· If UE needs to transmit uplink data, it monitors CB grant, and transmits the data on the indicated CB resource; otherwise, UE is not required to monitor CB grant; 

· If only one UE transmits data on the CB resource, there is no collision: 

· based on the received data eNB can acquire the related UE information, and gives the response to that UE;

· Otherwise , if more than one CB UE transmits data simultaneously, the collision happens:

· For eNB, it cannot successfully decode the data received on CB resource, and does not give any feedback to UE; 

· For UE, it can realize the collision by not receiving any feedback, and perform the following actions:

· Flush the HARQ buffer for this CB transmission;

· Indicate the transmission failure information to RLC, and RLC performs the related RLC PDU retransmission;

· Perform backoff mechanism, and the next CB transmission can be performed after a random backoff time;

Note: Here we assume the value of backoff time is between 0 and 10ms.

Note: HARQ retransmission is not supported by CB-PUSCH transmission. 
9
Performance Evaluation

Editors Note: The study evaluation includes resource efficiency, including air interface capacity, battery lifetime, control channel resources, specification impact and technical feasibility. Both FDD and TDD duplex modes are considered. 
9.1
Protocol evaluations on TTI reduction and Fast UL
TCP Slow Start

TCP Slow-start is in general part of the congestion control mechanism used by TCP and is used in conjunction with other algorithms to avoid network congestion. Slow-start begins initially with a congestion window size, and it will be increased with each acknowledgment received, effectively increasing the window size each round trip time (RTT). The transmission rate will be increased with slow-start algorithm until either a loss is detected, or the receiver's advertised window is the limiting factor, or the slow-start threshold is reached. If a loss event occurs, TCP assumes that it is due to network congestion and takes steps to reduce the offered load on the network [4].
[…]
9.2
Protocol evaluations on Contention based PUSCH transmission
9.2.1
Evaluation 1 on solution 1
In the following evaluations, we assume that 4 different UEs share the same PUSCH resource.
9.2.1.1
Resource efficiency
Assuming the UE packet arrival rate is ‘a’, the collision probability from system perspective can be calculated as follow:

6*a^2*(1-a)^2 + 4*a^3*(1-a) + a^4 (i.e. probability for 2, 3 and 4 colliding UEs respectively)
Figure 9.2.1.1-1 illustrates the resource efficiency gain provided by contention based PUSCH transmission (compared to the pre-scheduling scheme allowed by current specifications for which UL grant is assigned every 1ms) and the corresponding collision probability with different UE packet arrival rates (i.e. 10% means in average one UL packet every 10ms). It is observed that the collision probability increases with the increase of UE packet arrival rate, and the resource efficiency gain decreases with the increase of collision probability. The radio efficiency gain is significant when the collision probability is low (e.g.<30%).
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Figure 9.2.1.1-1: Resource efficiency gain and collision probability with different UE packet arrival rates
Note:
Even if collision happens, it is still possible for the eNB to successfully decode some or all of the PUSCH transmissions, if the colliding UEs have uncorrelated radio channels. In this case, no extra PUSCH resource is needed for the retransmission.
Observation 1: Compared to the pre-scheduling scheme allowed by current specifications, contention based PUSCH transmission can significantly improve the radio efficiency when the collision probability is low (e.g.<30%).
9.2.1.2
Uplink latency
Table 9.2.1.2-1 provides the latency analysis on contention based PUSCH transmission if no collision happens, assuming that the contention based PUSCH resource is provided by dynamic scheduling every 1ms. The analysis shows that the uplink data transmission can be achieved within 8.5ms. In case the contention based PUSCH resource is provided by SPS, the uplink latency will be shorter (e.g. 6.5ms) as the UE doesn’t need to receive and decode the UL grant on PDCCH.
Table 9.2.1.2-1: Uplink latency for contention based PUSCH transmission without collision (error free)
	Component

	Description

	Time 
[ms]

	1
	Average delay to TTI border
	0.5

	2
	eNB transmits UL Grant on PDCCH
	1

	3
	UE Processing Delay (decoding of scheduling grant + L1 encoding of UL data)
	3

	4
	Transmission of UL data
	1

	5
	Data decoding and processing in eNB
	3

	
	Total delay
	8.5


If collision happens for contention based PUSCH transmission, the colliding UEs will suffer additional delay caused by the retransmission over dedicated PUSCH resource. The total uplink latency can be calculated as follow:
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, where Pcollision is the collision probability.
Assuming the UE packet arrival rate is ‘a’, the collision probability Pcollision from UE perspective can be calculated as follow:

1 - (1-a)^3
Figure 9.2.1.1-2 illustrates the uplink latency of contention based PUSCH transmission and the corresponding collision probability with different UE packet arrival rates (i.e. 10% means in average one UL packet every 10ms). It is observed that the collision probability increases with the increase of UE packet arrival rate, and the uplink latency increases with the increase of collision probability. In case of low collision probability (e.g. 10%), the increased uplink latency is marginal and the total uplink latency is only 9.3ms. If the contention based PUSCH resource is provided by SPS, the total uplink latency will be even shorter (e.g. 7.3ms) in this case.
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Figure 9.2.1.1-2: Uplink lantecy and collision probability with different UE packet arrival rates
Note:
Even in case collision happens, it is still possible for the eNB to successfully decode some or all of the PUSCH transmissions, if the colliding UEs have uncorrelated radio channels. In this case, there is no additional uplink latency.
Observation 2: For contention based PUSCH transmission, the increased uplink latency due to collision is marginal if the collision probability is low (e.g. 0.8ms if the collision probability is 10%) and the maximum value is 8ms, assuming PUSCH resources for adaptive HARQ retransmission are available for all colliding UEs.
9.2.2
Evaluation on solution 2
9.2.2.1
Resource efficiency analysis on current solutions

Currently there are three uplink access solutions: D-SR (1ms/10ms D-SR period), SPS (1ms/10ms interval) and pre-scheduling.  For D-SR solution, the uplink latency is given in Table 1 in section 5.2 (36.881), and for SPS and pre-scheduling solutions, the uplink latency is given in Table 9.2.2.2-1 and Table 9.2.2.2-2. 
Table 9.2.2.2-1: Typical uplink access latency component in case of SPS
	Component
	Description
	Time (ms)

	1
	Average waiting time for configured UL grant (10 ms/1ms SPS interval)
	5/0.5

	2
	UE Processing Delay (L1 encoding of UL data)
	3

	3
	Transmission of UL data
	1

	4
	Data decoding and processing in eNodeB
	3

	
	Total delay [ms]
	12/7.5


Table 9.2.2.2-2:  Minimum uplink access latency component in case of pre-scheduling
	Component
	Description
	Time (ms)

	1
	TTI alignment
	0.5

	2
	UE Processing Delay (decoding of scheduling grant + L1 encoding of UL data)
	3

	3
	Transmission of UL data
	1

	4
	Data decoding and processing in eNodeB
	3

	
	Total delay [ms]
	7.5

	Note: In pre-scheduling, eNB schedules UE to perform UL transmission blindly. When and how to perform blind schedule is totally up to eNB implementation. To achieve the minimum uplink latency, it is assumed that there is no extra delay between acquiring the uplink grant from eNB and obtaining data from upper layer, and eNB is required to give the uplink grant to the UE every TTI.


To compare the resource efficiency and latency amongst the three solutions, same UE UL data transmission frequency is assumed. With the assumption of UE UL packet arrival rate 5% (i.e. average 1Tx/20ms), the comparison is given in Table 9.2.2.2-3.

Table 9.2.2.2-3:  Comparison of the three current uplink access solutions
	
	D-SR
	SPS
	Pre-scheduling

	Min Average UL latency
	17ms/12.5ms (()

(D-SR period 10ms/1ms)
	12 ms/7.5ms ((/()
(SPS interval 10ms/1ms)
	7.5 ms (()

(pre-scheduling every 1ms)

	Resource Utilization in 20ms 
	D-SR PUCCH cfg: 2/20

D-SR PUCCH Tx: 1

PDCCH: 1

PUSCH: 1

PHICH: 1
	PUSCH: 2/20
PHICH: 2/20
	PDCCH: 20

PUSCH: 20

PHICH: 20

	Resource efficiency 
	High (()
	Medium(()/ Low (()
	Low (()


From Table 9.2.2.2-3, the observation can be given as below:

Observation 1: 1ms interval SPS and pre-scheduling have lowest uplink latency, but have worst resource efficiency. 
Hence, based on the shorten SPS interval and pre-scheduling solution, some enhancements should be considered to improve resource efficiency, and the direct way is to share the resource with more than one UEs (i.e. CB-PUSCH).  
9.2.2.2
Uplink latency
Similar with 1ms interval SPS, to achieve the lowest uplink latency, it is assumed that eNB allocates UL resource for one CB UE group every TTI. The uplink latency of CB PUSCH is given in Table 9.2.2.2-4. 
Table 9.2.2.2-4: Uplink access latency component in case of CB PUSCH
	Component
	Description
	Time (ms)

	1
	TTI alignment
	0.5

	2
	UE Processing Delay (L1 encoding of UL data)
	3

	3
	Transmission of UL data
	1

	4
	Data decoding and processing in eNodeB
	3

	
	Total delay [ms] (if no collision)
	7.5

	If  collision
	No feedback received
	4

	
	Re-transmission with random backoff time
	Random BO(<=10)

	
	Transmission of UL data
	1

	
	Data decoding and processing in eNodeB
	3

	
	Total delay [ms]
	To be evaluated


Since the collision is due to more than one UE with uplink data transmission demand in the same time, two factors impact the collision probability: the UE number in one CB group and the transmitted packet arrival rate (PAR). Table 9.2.2.2-5 gives the collision probability based on different PAR and CB UE number.

Table 9.2.2.2-5: Collision probability for different PAR and CB UE number 

	
	PAR=2%
	PAR=5%
	PAR=10%
	PAR=15%
	PAR=20%

	2 CB UE
	2.18%
	6.05%
	12.81%
	21.36%
	94.19%

	3 CB UE
	4.72%
	12.29%
	36.79%
	99.70%
	99.94%

	4 CB UE
	6.86%
	19.37%
	99.62%
	99.94%
	99.97%

	5 CB UE
	9.61%
	27.36%
	99.93%
	99.97%
	99.99%


Based on Table 9.2.2.2-4 and Table 9.2.2.2-5, the UL latency in different collision probability is given in Table 9.2.2.2-6.

Table 9.2.2.2-6: CB PUSCH latency with various collision probability
	Collision Prob
	Avrg UL Latency（ms）

	2%
	7.561

	4%
	7.798

	6%
	8.007

	8%
	8.283

	10%
	8.380

	12%
	8.589

	14%
	8.727

	16%
	8.854

	18%
	9.063

	20%
	9.186

	22%
	9.431

	24%
	9.482

	26%
	9.752

	28%
	10.043

	30%
	10.431

	32%
	11.558

	34%
	11.691

	36%
	11.737

	38%
	12.614

	40%
	13.053
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Figure-1 UL Latency performance with various collision probability

From Figure-1, it can be observed:
Observation 2: The higher collision probability, the higher UL latency.

Observation 3: Latency performance of CB PUSCH(every 1ms) is between D-SR (1ms period) and 1ms interval SPS if collision probability is low.
9.2.2.3
Resource efficiency
To analyze the resource efficiency and compare with shorten SPS interval, similar UL latency should be assumed for SPS and CB-PUSCH. The method in detail is given as below:

1) In case of different SPS interval, obtain the related UL latency and resource efficiency based on the calculation as Table 9.2.2.2-1;

	Case
	1
	2
	3
	4
	5

	SPS Interval
	1ms
	2ms
	3ms
	4ms
	10ms

	Latency
	7.5ms
	8ms
	8.5ms
	9ms
	12ms


2) To meet the similar latency, calculate the resource efficiency of CB PUSCH;

a) Obtain the collision probability according to Figure-1;
	Case
	1
	2
	3
	4
	5

	Latency
	7.5ms
	8ms
	8.5ms
	9ms
	12ms

	CB collision probability
	2%
	6%
	10%
	19%
	37%


b) Obtain the PAR and the CB UE number under the collision probability according to Table-5;

	
	2 CB UE
	3 CB UE
	4 CB UE
	5 CB UE

	PAR=2%
	2.18%

Case 1
	4.72%
	6.86%

Case 2
	9.61%

Case 3

	PAR=5%
	6.05%
	12.29%
	19.37%

Case 4
	27.36%

	PAR=10%
	12.81%
	36.79%

Case 5
	99.62%
	99.93%


c) Obtain the resource efficiency;
resource efficiency= (valid number of data transmission) / (total PUSCH resource for CB or SPS).

Note: valid number of data transmission = observation time * PAR5% * CB UE number;
The comparison results are given in Table 9.2.2.2-7 (observation time = 100ms) .
Table 9.2.2.2-7: Resource efficiency comparison

	Case
	Item
	CB PUSCH
	SPS

	1
	1ms SPS interval
	Average UL latency
	≈7.5 ms

(Collision prob ≈ 2%)
	7.5 ms

	
	
	Grant interval
	1ms
	1ms


	
	
	CB UE number
	2
	1

	
	
	Valid number of data transmission
	4 (PAR=2%)
	2

	
	
	Total PUSCH resource 
	100
	100

	
	
	PUSCH efficiency 
	4%
	2%

	

	2
	2ms SPS interval
	
	CB PUSCH
	SPS

	
	
	Average UL latency
	≈8 ms

(Collision prob ≈ 6%)
	8 ms

	
	
	Grant interval
	1ms
	2ms

	
	
	CB UE number
	4
	1

	
	
	Valid number of data transmission
	8 (PAR=2%)
	2

	
	
	Total PUSCH resource 
	100
	50

	
	
	PUSCH efficiency 
	8%
	4%

	

	3
	3ms SPS interval
	
	CB PUSCH
	SPS

	
	
	Average UL latency
	≈8.5 ms

(Collision prob ≈ 10%)
	8.5 ms

	
	
	Grant interval
	1ms
	3ms

	
	
	CB UE number
	5
	1

	
	
	Valid number of data transmission
	10 (PAR=2%)
	2

	
	
	Total PUSCH resource 
	100
	33

	
	
	PUSCH efficiency 
	10%
	6%

	

	4
	4ms SPS interval
	
	CB PUSCH
	SPS

	
	
	Average UL latency
	≈9 ms

(Collision prob ≈ 19%)
	9 ms

	
	
	Grant interval
	1ms
	4ms

	
	
	CB UE number
	4
	1

	
	
	Valid number of data transmission
	20 (PAR=5%)
	5

	
	
	Total PUSCH resource 
	100
	25

	
	
	PUSCH efficiency 
	20%
	20%

	

	5
	10ms SPS interval
	
	CB PUSCH
	SPS

	
	
	Average UL latency
	≈12 ms

(Collision prob ≈ 37%)
	12 ms

	
	
	Grant interval
	1ms
	10ms

	
	
	CB UE number
	3
	1

	
	
	Valid number of data transmission
	30 (PAR=10%)
	10

	
	
	Total PUSCH resource 
	100
	10

	
	
	PUSCH efficiency 
	30%
	100%


Analysis

From Table 9.2.2.2-7, it can be seen that the PUSCH efficiency improves with the increased UL latency, both for the CB PUSCH and SPS solution. With the low collision probability, CB PUSCH is better than SPS in PUSCH resource efficiency aspect, e.g. collision probability is lower than 10%. However, with higher collision probability, e.g. 37%, the PUSCH efficiency of CB PUSCH is worse than that of SPS. In summary, CB PUSCH solution can improve radio resource efficiency and provide good latency in case of lower collision probability.

Observation 4: With the same latency performance as 1ms interval SPS, CB PUSCH solution can improve radio resource efficiency in case of lower collision probability.
9.2.3
Evaluation 2 on solution 1
In the following section, we evaluate the collision probability and UL delay for CB-PUSCH transmissions. There are two cases: a) evaluation of CB-PUSCH collision rate, in a scenario with CB-PUSCH users only (i.e. in the system there are only the CB-PUSCH users), b) evaluation of CB-PUSCH collision rate, while having in the system both CB-PUSCH only users and dynamically scheduled users. 

Note: In both cases, the re-transmissions are dynamically scheduled on non-CB resources.

A) Evaluation of CB-PUSCH collision rate, in a scenario with only CB-PUSCH users

In this case, there is only one contention based group, to which the users could belong to in case they are using the CB-PUSCH resources. There are up to 6 UEs that could belong to this group, this assumption being based on the DMRS orthogonality achieved by allocating different cyclic shifts to UEs that can be supported by Rel-8.

In the evaluations, we have used UL traffic, with FTP model 3 [4] with static number of UE and packet arrival according to Poisson process, having the file size of 100 B. More parameters are given in Table 1 and Table 2 in Annex A1.X. The evaluation is done for different packet arrival rates (PAR), varying from low PAR 2% up to PAR 30% (i.e. approx. every 3rd TTI there is a file download).

In Figure 9.2.3.1 is shown the collision rate of CB-PUSCH and in Figure 9.2.3.2 is shown the average UL delay. The collision probability refers to collision probability of the transmissions.

	[image: image5.png]Collision probability

°
&

°
&

°
s

S
~

Collision rate of CB-PUSCH

——PAR2%
——PAR5%
PAR10%
PAR15%
PAR 20 %

—PAR30%

3

UEs per CB-PUSCH resource

4

5





Figure 9.2.3.1 Collision rate of CB-PUSCH
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Figure 9.2.3.2 Average UL delay


From the results, we can observe that:

· Only for PAR 2% the collision rate stays below 10%. Increasing the PAR, the collision rate increases up to ~70% in the case of PAR 30%. Of course, having higher number of users per group increases the probability of collisions. 

· From the average UL latency point of view, taking as reference the legacy D-SR UL grant scheme with an average delay of 12.5 ms, we can get better performance in most of the cases i.e. unless there are very many collisions than the legacy D-SR UL grant scheme with an average delay of 12.5 ms, but it always has longer latency than 1ms pre-scheduling/SPS due to the collision.

The trade-off is UL overhead due to CB-PUSCH resources that are reserved even though not always used. Figure 9.2.3.3 shows the trade-off between the UL overhead and latency. The UL overhead here is relative to dynamic scheduling of all transmissions.
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Figure 9.2.3.3 Trade-off between UL overhead and avg. latency

From the results we can observe that:

· With low packet arrival rate, the CB-PUSCH resources are mostly unused, which means large resource overhead and inefficiency.

· With higher packet arrival rate the resource usage is more efficient, while the latency reduction benefit diminishes. 
B)   Evaluation of CB-PUSCH collision rate, in a scenario with CB-PUSCH and dynamically scheduled users

In this case, there are up to four contention-based groups, to which the users could belong to in case they are using the CB-PUSCH resources. Up to 4 UEs could belong to one group.

We have used FTP model 1 [3], with UE arrival according to Poisson process, having the file size of 0.5 MB. More parameters are given in Table 1 and Table 3 in Annex A1.X.

In the evaluations, we used DL traffic, having in UL TCP ACKs. This represents as the ‘best performance’ case traffic for the CB-PUSCH, as increasing the UL traffic the collisions and the delay would only increase even more.
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Figure 9.2.3.4 Collision rate
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Figure 9.2.3.5 Probability of full CB PUSCH groups


From the results we can observe that:

· There is a high impact of the number of CB-groups per TTI: the lower the number of CB-groups, the higher the collision probability (e.g. in case of one CB-group, there is a 60% probability of collision, while with 4 CB-groups the collision probability could reach up to 18%)

· The collision probability depends on the load in the NW (simultaneously active UE/cell) and also number of RB reserved for the CB

· From the  probability that all available CB PUSCH groups are full for different loads and numbers of groups:

· With 5 Mbps of offered DL load the probability of filling even one group of 4 UEs is zero
· Two groups can tolerate up to 15 Mbps offered load without getting full, three groups up to 20 Mbps and four groups up to 25 Mbps

One key point to observe it is the UL delay (E2E delay). In that case, our reference case is legacy D-SR UL grant (with SR periodicity 5 ms). This aspect is plotted for selected cases, corresponding for 10 Mbps and 25 Mbps offered load.
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Figure 9.2.3.6 UL end to end delay for 10 Mbps
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Figure 9.2.3.7 UL end to end delay for 25 Mbps


From the results we can observe that:

· SR-based UL grant gives more predictable delay performance whereas the gains from CB-PUSCH are sensitive to load and number of UEs sharing the same resources. High end of delay distribution is significantly worse for CB-PUSCH, especially in high load.

Annex A1.6
Simulation on contention based PUSCH transmission
The common evaluation assumptions are given in Table 1 below.

Table 1 Common evaluation assumptions

	Parameter
	Assumption

	System bandwidth
	20 MHz

	Duplex mode
	FDD

	Carrier frequency
	2GHz

	Cell layout
	Hexagonal grid, 7 sites, 21 cells per site, with wrap-around

	Inter-site distance
	500m

	UE speed
	3 km/h, quasi-static model

	Antenna configuration
	1x2 MRC

	eNB TX power
	46 dBm

	UE Tx power
	23dBm

	Channel model
	Typical Urban

	Pathloss model
	25.814

	Lognormal shadowing, std. dev.
	8dB

	Penetration loss
	20dB

	HARQ RTT
	8ms 

	SR Period 
	5 ms

	DRX
	OFF

	Maximum number of scheduled users per TTI
	10

	L1 overhead
	20%

	TTI Length 
	14 symbols


The dedicated evaluation assumptions for scenario with only CB PUSCH users are given in Table 2 below.

Table 2 evaluation assumptions for only CB PUSCH users
	Parameter
	Assumption

	Number of UEs
	2, 3, 4, 5, 6 per cell (per CB PUSCH group)

	FTP packet size
	100 bytes 

	Packet arrival rate λ
	FTP model 3 with packet arrival according to Poisson process

	Core network delay
	0ms

	UL Load per macro cell
	Packet arrival rate: 2, 5, 10, 15, 20, 30%

	Delays: CB PUSCH model
	Grant reception: 1ms

UE processing delay: 3 ms

eNB processing delay: 3ms

 Retransmission delay: 8 ms

	CB PUSCH capacity
	Number of groups: 1

Number of RBs per group: 10

Maximum number of UEs per group: 2, 3, 4, 5, 6


The dedicated evaluation assumptions for scenario with CB PUSCH and dynamically scheduled users are given in Table 3 below.

Table 3 evaluation assumptions for CB PUSCH and dynamically scheduled users
	Parameter
	Assumption

	Number of UEs
	According to offered load

	SR to grant
	4ms – scaled down with shorter TTI

	Initial TCP Window
	3 x 1500 Bytes (MSS), RFC 5681, section 3.1

	Initial Ssthresh
	45 x 1500 Bytes (MSS)

	Ssthresh
	Dynamic according to RFC 5681, sections 3.1 and 3.2

	FTP file size
	0.5 MB

	User arrival rate λ
	FTP model 1 with UE arrival according to Poisson process

	Core network delay
	2ms

	DL Load per macro cell
	5, 10, 15, 20, 25, 30 Mbps

	UL Load per macro cell
	TCP acks for the DL traffic above

	Scheduler
	TD: PF, FD: PF

	Delays: SR based UL grant model
	SR to grant reception: 4ms

UE processing delay: 3 ms

Average waiting time for SR: 2.5 ms

	Delays: CB PUSCH model
	Grant reception: 1ms

UE processing delay: 3 ms

Retransmission delay: 8 ms

	CB PUSCH capacity
	Number of groups: 1, 2, 3, 4

Number of RBs per group: 20

Maximum number of UEs per group: 4


--- END Text Proposal ---
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