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1. Introduction
In RAN2#89bis and #90 meetings, the following conclusions about flow control have been achieved:
	1) For 3C architecture flow control is necessary for the eNB to determine the amount of data to route towards the WT. (FFS whether flow control runs between WT and eNB or whether the feedback could e.g. be provided by the UE.)

2) For 2C architecture at least feedback is needed for the eNB to avoid that more than half the PDCP sequence number space is brought in flight. (FFS whether this is provided by a flow control mechanism from the WT or by the UE) 

3) LTE-WLAN aggregation, flow control runs between WT and eNB.


This contribution will discuss the flow control mechanisms for 3C architecture and also analyze whether the feedback could be provided by the UE for 2C architecture.
2. Discussion
2.1. Flow control mechanisms for 3C architecture
This section introduces some potential solutions for 3C flow control and gives some analysis for each solution.
2.1.1 Per bearer flow control (Reuse the flow control mechanism defined for DC)
Generally, the flow control mechanism defined for DC can be considered for LWA as LWA   is based on the 3C/2C architectures of DC.  Reusing the flow control mechanism of DC, WT should be able to send the information e.g. “Desired buffer size for the E-RAB” and “Highest successfully delivered PDCP Sequence Number” etc. to eNB via the Xw interface, then eNB shall consider the information to determine the amount of data to route towards the WT. 
The benefits of reusing DC flow control mechanism are that it can provide accurate control per bearer per UE, and the capability of the flow control mechanism has been verified in DC. 
To reuse the flow control mechanism of DC, it’s needed to keep alignment with the X2 UP protocol specified in 36.425[1], the following functions are required for Xw UP protocol.
1) Provision of Xw UP specific sequence number information for user data transferred from the eNB to the WT for a specific E-RAB configured with the split bearer option; 
2) Information of successful in sequence delivery of Xw-U PDUs to the UE from WT for user data associated with a specific E-RAB configured with the split bearer option; 
3) Information of Xw-U PDUs that were not delivered to the UE; 
4) Information of the currently desired buffer size at the WT for transmitting to the UE user data associated with a specific E-RAB configured with the split bearer option; 
5) Information of the currently minimum desired buffer size at the WT for transmitting to the UE user data associated with all E-RABs configured with the split bearer option. 
Issue 1 identified:

For the functions 2 and 3 described above, WT needs to provide the information of successful in sequence delivery of Xw-U PDUs per bearer. But WLAN MAC and LLC layers cannot map the ACK of MAC PDU to the specific sequence number of Xw-U PDU from different DRBs. That means AP cannot provide such kind of information today, its FFS how to map the ACK of MAC PDU to Xw-U SN of each split bearers. See the figure below:
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Potential solution of mapping the ACK of MAC PDU to per bearer PDCP SN info:
WLAN MAC entity buffers the MAC SDU, then packages the SDU to PDU and sends it out. When MAC received the ACK of the MAC PDU from the peer MAC entity, it shall send the status info together with the buffered MAC SDU to the upper layer (LLC/SNAP), then LLC/SNAP shall forward the status info and the data to WT, WT can decode the data to get which PDCP PDU(s) of which DRB have been acknowledged.  It seems this kind of “solution” is implementation based; it will be more complex if WT is not located at AP.
Issue 2 identified:

For the functions 4 and 5, reuse the flow control mechanism of DC also requires WT to provide per bearer per UE buffer status, AP/AC cannot provide such kind of information today.
Observation 1: Considering the same flow control mechanism of DC, WT is required to provide the delivery status of PDCP PDU per bearer and also per bearer buffer status information. They’re not supported functions in AC/AP today, realize them may impact AP/AC a lot.
If WT is located at AC, except the information exchange between WT and eNB, frequently per bearer information exchange between AP and AC is also needed, this will lead to high signaling load and high complexity of WLAN nodes. 
Observation 2: Different locations of WT have different impacts on AP/AC, if WT is located at AC, frequently information exchange between AP and AC is required to support the flow control, e.g. AC need to get per UE or per bearer buffer status from AP for flow control.
Proposal 1: For 3C architecture, RAN2 is requested to discuss whether the DC-like per bearer flow control mechanism is applicable for LWA.
2.1.2 Per UE flow control

As introduced in the last section, considering the same flow control mechanism as DC will need WLAN provide per bearer buffer status and per bearer PDCP data delivery status info, it’s not easy to provide such kind of information from WLAN, realize it may impact AP/AC a lot.
Here introduces a per UE flow control mechanism, which looks like DC flow control but a bit different, see the below figure:
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In this solution, D’ and H’ will be feedback to eNB, no need to feedback L’ as it has been counted in D’.

· D’ means the desired data amount from WLAN, it based on per UE available buffer size (total buffer size of the UE – the buffered data of the UE). 
· H’ means the last data unit received by WT via Xw interface; WT should provide this info with per UE granularity.
Using S-H’, eNB will know the data size in flight on Xw interface. eNB will consider this info and D’ for the next data splitting procedure, e.g. the total data amount the eNB will send on all the split bearers for the UE cannot bigger than D’-(S-H’).

How to provide D’?

· In case of WLAN can provide per UE buffer now, it’s quite easy, just use the buffer size deduce the buffered data (the data received via Xw interface which has not been transferred successfully).
· In case of WLAN can only provide a share buffer for all the UE, we can do a simple calculation, D’ = total buffer size/total UE number – the buffered data size of this UE.
How to provide H’?

· WT feedbacks the Xw-SN of the PDU which was last received by WT with per UE granularity. 
· That also requires eNB to uniform the Xw-SN for all the PDUs from different split bearers of a UE continuously. So, S should means per UE Xw-SN for the Xw-U PDUs which have been sent out via Xw interface.
Proposal 2: For 3C architecture, RAN2 is requested to discuss and agree the per UE flow control mechanism introduced in section 2.1.2 of this contribution. 
2.2. Information feedback for 2C architecture
As agreed in RAN2#89bis meeting, for 2C architecture at least feedback is needed for the eNB to avoid that more than half the PDCP sequence number space is brought in flight. That means the eNB needs to know the highest successfully delivered PDCP Sequence Number timely, then the eNB can decide to pause/resume the data offloading.
The following texts introduce the two potential solutions which can be used for information feedback, and analyze the benefits and drawbacks of them. 
1) Feedback from WT via Xw interface
· Make full use of the Xw interface.
· Low latency than feedback from UU interface. 
· As discussed in section 2.1.1, it’s difficult to provide the successfully delivered PDCP SN info via Xw interface, to do it may impact AP/AC a lot.
Observation 3: If feedback from WT is decided, how to feedback the information can refer to the signallings of 3C flow control, the details are FFS.
2) Feedback from UE via UU interface
· It’s easy to get the wanted information from UE (e.g. successfully delivered PDCP SN).

· Feedback from UE will impact the spec 36.323[2].
· Feedback from UE will increase the signalling load of the UU interface. 
· Feedback procedure may be affected by the link status of UU interface; this may lead to high latency. E.g. during the bad radio link status between UE and eNB, the feedback from UE cannot be sent to eNB in time.

Observation 4: If feedback from UE is decided, PDCP Status Report can be reused for the feedback, the details are FFS.
Proposal 3: For 2C architecture, RAN2 is requested to discuss which solution for information feedback is more feasible, feedback from UE via UU interface or feedback from WT via Xw interface.
3. Conclusions
In this contribution, we discuss the potential flow control mechanisms and feedback mechanisms for 3C/2C WLAN aggregation, and summarized in the proposals below:
Observation 1: Considering the same flow control mechanism of DC, WT is required to provide the delivery status of PDCP PDU per bearer and also per bearer buffer status information. They’re not supported functions in AC/AP today, realize them may impact AP/AC a lot.

Observation 2: Different locations of WT have different impacts on AP/AC, if WT is located at AC, frequently information exchange between AP and AC is required to support the flow control, e.g. AC need to get per UE or per bearer buffer status from AP for flow control.
Observation 3: If feedback from WT is decided, how to feedback the information can refer to the signallings of 3C flow control, the details are FFS.
Observation 4: If feedback from UE is decided, PDCP Status Report can be reused for the feedback, the details are FFS.
Proposal 1: For 3C architecture, RAN2 is requested to discuss whether flow control per bearer (e.g. DC-alike mechanism) is applicable for WLAN aggregation.
Proposal 2: For 3C architecture, RAN2 is requested to discuss and agree the per UE flow control mechanism introduced in section 2.1.2 of this contribution. 

Proposal 3: For 2C architecture, RAN2 is requested to discuss which solution for information feedback is more feasible, feedback from UE via UU interface or feedback from WT via Xw interface.
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