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In RAN2#90, the issue on RAN congestion caused by unattended/background data traffic was discussed [1].  The main motivation was to mitigate the RRC signaling congestion caused by the “chattiness” of the background traffic due to the introduction of multitasking UE operating systems, most of today’s smartphone applications, particularly social-media, cloud and notification services making frequent network connections involving small amounts of data. This always-connected nature results in network “chattiness” that may occur when a user actively interacts with an application, but is primarily performed by the application when no direct user interaction is being carried out.  This is sometimes referred to as unattended data traffic, or more commonly known as background data, classified based on, e.g. the screen/keypad lock being activated, length of time since the UE last received any input from the user, etc.[2]

As a result, SA1 agreed the following requirement in Rel. 13 as stated in TS22.101, Section 27.5:

The system shall be able to apply different handling (e.g. be able to prohibit or delay) all or a particular selection of IP bearer service requests depending on whether a service request is for Unattended Data Traffic or Attended Data Traffic.

where Unattended Data Traffic is defined in [2] as data traffic of which the user is unaware he/she initiated, e.g. based on the screen/keypad lock being activated, length of time since the UE last received any input from the user, or known type of applications, while Attended Data Traffic is defined as data traffic of which the user is aware he/she initiated , e.g. based on the screen/keypad lock being deactivated, length of time since the UE last received any input from the user, or known type of application. In general, unattended data traffic is considered less important than the attended data traffic. 

This document provides some field studies on unattended/background data traffic. Based on the analysis of field results and existing mechanisms, we propose a possible enhancement that could be considered to ensure the fulfilment of the requirement. 
Discussion
Field Observations on Unattended/Background Data Traffic

Exact measurement of background data at stadium events or concerts could be difficult since attendees may be actively using their devices. However, we have analyzed multiple venues attended by a large number of people where device use is either prohibited or discouraged.  Fig. 1 shows the number of RRC connections versus time in one of our test cases sampled at a Broadway show in New York City where phone use is not typical during the performance. Hence, if we assume that all RRC connection  come from the unattended data traffic during the performance, it can be observed that the number of RRC Connections initiated by background data traffic  fluctuates between 30% to 50% percent of the peak which happened in the first intermission before 9:00pm. 
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Figure 1: RRC connection variations during a Broadway show performance

 It can also be roughly estimated that the average number of RRC connections during the two performance sessions, i.e., before and after intermission, is about 50% of the average number of RRC connections during intermission session. Our other field tests show similar behavior. Hence, we can conclude that

Observation 1:  Field results indicate that in some stadium events or concerts, unattended data traffic initiated RRC connections can be approximately 50% of the total number of RRC connections including both attended and unattended data traffic, comparing the average number of RRC connection during the performance and the first intermission. 
 
Field Studies on Events/Stadium Scenarios

Events, such as football/soccer games, concerts, etc. (planned events) or. disasters (unplanned events), with a large concentration of UEs remain the most challenging deployment scenarios for operators. Unlike attended applications such as YouTube or web-browsing which could cause user-plane congestion due to large downloads data files, unattended data traffic is generally characterized by UE’s “chattiness”, i.e., periodic connect/disconnect with a small amount of data exchanged. Therefore, in the case of concentrated large scale events, the control signal congestion becomes much more severe and significant. Each RRC connection attempt/request becomes more costly to the network.  Hence, the focus of the field studies was primarily on RRC signaling.   It should be noted the use of RRC connection attempts in this study is mainly due to the fact that this is one of the key KPI’s being evaluated from the network performance perspective.  Moreover, it also directly reflects the problem of RRC signaling congestion in event-based scenarios. 

In Figure 2, we show the ratio of sector average of total RRC connection requests at a baseball game to the sector average of a metropolitan area started from 6:00pm to 10:00pm measured on an hourly basis. Note that 6:00pm to 10:00pm is generally considered as within the peak hour in daily network operation.  

As it can be observed, people started entering into stadium around 6:00pm leading to the increase in the RRC connection requests peaking at 9:00pm.  More importantly, the number of RRC connection requests in the stadium is significantly higher than during normal operation. Specifically, during the peak, the sector average of total number RRC connection requests is larger than 22 times the sector average of the total RRC connection requests of a metropolitan area during peak hour.  

The excessive amount of RRC signaling has led to high RRC connection setup failure rate, impacting real time traffic and other user attended data traffic while causing long services delay leading to poor user experience and poor battery life. The RRC connection setup failure rate can sometimes reach as high as 40%. 
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 Figure 2: The ratio of Sector Average of Total RRC Connection Attempts in a stadium scenario generated during a baseball game over the Sector Average of a Metropolitan area.


Without installing a custom monitoring application on the client, it is difficult to determine if the data connection request is initiated by an active application running or background mode. Our previous study in Section 2.1 has indicated as much as 50% of RRC connections signaling could be come from the background data traffic.
  
Observation 2: The growth in the number of smartphone/mobile devices combined with the growth of “chatty” applications installed on UEs has led to excessive RRC connection attempts. In challenging scenarios such as events or disasters, field results indicate that the large volume of RRC connection attempts can lead to high RRC connection setup failure rate, impacting real time traffic and other users’ attended data traffic. This result is long service delay that leads to poor user experience and excessive battery drainage.   


Existence Congestion Mitigation Mechanisms 

A review of available methods for reducing RAN congestion reveals several possible candidate 3GPP mechanisms. These mechanisms mainly focus on barring all data in emergency situations or whitelisting/blacklisting data access for specific applications. However, none of these solutions are suitable for reducing the contribution of background data during congested situations since both foreground and background data access is barred, effectively preventing all applications from accessing data.  Existing 3GPP RAN congestion mitigation mechanisms reviewed include:

· Access Class Barring (ACB): By applying ACB all data is effectively blocked for effected UEs. ACB is initiated from eNB (although commonly configured from the O&M) and broadcast to all UEs in targeted cell(s) via the System Information Block 2 (SIB2). ACB can be configured to bar a subset of randomly selected UEs through configuration settings in SIB2. Because ACB blocks ALL data for targeted UEs (exception for certain Access Classes or certain services like MMTEL voice and video and SMS and if UE “passes” Rand test), it effectively bars all application network access attempts whether it is a foreground or background connection, naturally providing a poor end user experience.

· Enhanced Access Class Barring (EAB): This mechanism is similar to ACB but applies to EAB capable UEs (MTC for example). EAB can be configured to bar a subset of selected UEs through configurations settings in SIB14. Because EAB blocks ALL data for targeted EAB capable UEs, it effectively blocks all application network access attempts whether it is a foreground or background connection.

· Service Specific Access Control (SSAC)/MMTEL: SSAC parameters in SIB2 can be used to either bar MMTEL sessions while allowing other data traffic or skip the ACB check for MMTEL sessions. These mechanisms relate to MMTEL applications only and are not used to manage other applications. 

· Application Specific Congestion Control for Data Communication (ACDC):  ACDC is work in progress 3GPP R13 feature. It aims to block operator blacklisted applications, whether it is attended or unattended.
Observation 3:   There is no existing mechanism that can be utilized to restrict the unattended/background data traffic and mitigate the excessive RRC signaling congestion due to the “chattiness” of background data traffic.

Proposal 1:  RAN2 is kindly asked to discuss SA1 requirement in TS22.101, Section 27.5 and the need for RRC signaling congestion mitigation mechanism so that the high connection setup failure can be prevented.
Background Data Restriction (BDR) in OS  
In this section, aligning with SA1’s requirement, we provide some background studies on unattended data traffic.  Note that the network cannot distinguish between attended or unattended data traffic. For example, the OS in the UE can consider data traffic sent by some identified applications such as health monitoring or an application provided by the OS vendors and supporting delivery of network-initiated messages with minimal keep-alive overhead to other applications in the UE, as attended data traffic. The decision to classify data is wholly dependent on the UE OS implementation.  Nevertheless the major OSs tend to treat the applications consistently.  Generally speaking, as mentioned previously,

· Attended Data Traffic: network activity initiated directly from an application through direct interaction by the user with an application.  As an example, the UE screen is turned on, unlocked, and the user is viewing and interacting with the application, such as web-browsing.
· Unattended Data Traffic:  Activity is initiated directly from an application and has no direct user interaction. For example, the UE is locked or the screen is turned off. Hence, unattended data traffic is always in the background – background services. 

In Figure 3, we illustrate a typical background/unattended data restriction feature of a major OS.   
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Figure 3: Example of a background data restriction feature in an OS.

Observation 4:  The classification of attended and unattended data traffic is provided in the OS and is wholly dependent on the UE OS implementation although the major OS’s tend to treat them consistently. 


Proposed Solution on Restricting Unattended Data Traffic 

We propose the following possible solution to solve the problem. Section 2.1 shows that field results indicate as much as 50% of the total RRC connection requests could be come from the unattended data traffic due to “chatty” applications.  An obvious way to mitigate the RRC congestion issue without significantly impacting the user experience would be restricting the “chattiness” of unattended data traffic.  The proposal is better illustrated in the following diagram showing that when RAN RRC signalling is congested, RAN broadcast a single congestion bit/Background Data Restriction (BDR) bit to the UE. The bit is passed to OS to initiate the background data restriction.   
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Specifically, the device OS listens to BDR state changes and executes BDR logic: 

· BDR ON: UE restricts unattended data traffic until the OS receives an updated BDR state from the lower layer. This state restricts background data as defined by the OS.
  
· BDR OFF: UE follows any user preference for unattended data restriction until it receives an updated BDR state from the lower layer.
The control to turn on and off of the BDR bit is totally network-controlled, which could be based on the amount of RRC connection attempts to regulate the BDR on/off time.  

By restricting unattended traffic data, we are in effect preventing applications from utilizing mobile data when in background mode. Though this may sound heavy handed, this approach impacts the users to a lesser degree than applying existing mechanisms such as Access Class Barring which indiscriminately blocks all data for affected users.  Perhaps, more importantly, the intended use cases for restricting unattended data traffic are only under those extremely busy massive events. These massive events included planned events (sporting events, concerts, festivals) and unplanned events (disasters, emergencies, crowd gatherings) that have a large concentration of UEs where simultaneous admittance of foreground and background applications is almost impossible. In fact, field results indicate that without properly restricting the background/unattended traffic, foreground active applications would likely to be blocked due to the high RRC setup failure rates.  Restricting background/unattended data traffic will improve the overall performance of foreground applications by allowing them to be prioritized in assessing the network.  This will mean that when background data is restricted, the RRC setup requests /connections  success could be increased significantly in these scenarios,  leading to a better perceived user experience. 

Observation 5: In mass event scenarios, the extremely busy situation could lead to the blocking of both attended and unattended data traffic.  By selectively applying the restricting background data traffic (under network control), the foreground applications will have a better opportunity to access the network leading to overall better perceived user experience and network performance.       
Our research, testing and analysis have identified the following points as it relates to restricting unattended data traffic:

· The amount of RAN signaling due to background data can vary widely by UE – even those from the same manufacturer.
· When unattended data traffic is restricted, some UEs will continue to allow background data if Wi-Fi is configured. 
· Restricting unattended data traffic improves UE battery life
· Traffic over IMS APN such as VoLTE and SMS is not impacted when unattended data is restricted.

Conclusion
This document has explained the necessity, motivation and the requirements for a mechanism to block the unattended data traffic in events/stadium/disasters scenarios.  We summarize our studies in the following observations:

Observation 1:  Field results indicate that in some stadium events or concerts, unattended data traffic initiated RRC connections can be approximately 50% of the total RRC connections including both attended and unattended data traffic. 

Observation 2: The growth in the number of smartphone/mobile devices combined with the growth of “chatty” applications installed on UEs has led to excessive RRC connection attempts. In challenging scenarios such as events or disasters, field results indicate that the large volume of RRC connection attempts can lead to high RRC connection setup failure rate, impacting real time traffic and other user attended data traffic.  The result is long service delay that leads to poor user experience and excessive battery drainage.

Observation 3:   There is no existing network initiated mechanism that can be utilized to restrict the unattended/background data traffic and mitigate the excessive RRC signaling congestion due to the “chattiness” of unattended/background data traffic.

Observation 4:  The classification of attended and unattended data traffic is provided in the OS and is wholly dependent on the UE OS implementation although the major OS’s tend to treat them consistently. 

Observation 5: In mass event scenarios, the extremely busy situation could lead to the blocking of both attended and unattended data traffic.  By selectively applying the restricting background data traffic (under network control), the foreground applications will have a better opportunity to access the network leading to overall better perceived user experience and network performance.   
Finally, the following is proposed:

Proposal 1:  RAN2 is kindly asked to discuss SA1 requirement in TS22.101, Section 27.5 and the need for RRC signaling congestion mitigation mechanism to alleviate high connection setup failures when they occur.

Proposal 2: It is proposed that RAN2 specify a RAN Congestion bit in SIB to allow network to implement unattended data restriction when RRC signalling congestion exists, as part of TEI 13.  

If these are acceptable, a draft CR to TS36.331 is provided in R2-154738 for approval [3].
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