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1 Introduction
The question of whether RAN2 needs to specify a UE based flow control and feedback mechanism for the purposes of LTE-WLAN Aggregation (LWA) has not been resolved so far. In this contribution, we argue that devising a UE based flow control and feedback mechanism is warranted for a number of reasons. 
2 Architectural Considerations for LWA
In this WI [1], it is proposed to build on the Release-12 Dual Connectivity (DC) solution. It is tempting therefore to think of the WT as a secondary eNB (SeNB), and adopt DC-like interfaces and mechanisms to the extent possible. However, there are significant differences between DC and LWA architecture which render a one-to-one mapping between DC and LWA mechanisms unsuitable for flow control and feedback. 
In the case of Release-12 DC, the SeNB manages a (logically) single buffer and provides the following feedback information to the master eNB (MeNB). Please see [2] for details.
1. Provision of X2 UP specific sequence number information for user data transferred from the MeNB to the SeNB for a specific E-RAB configured with the split bearer option.
2. Information of successful in sequence delivery of PDCP PDUs to the UE from SeNB for user data associated with a specific E-RAB configured with the split bearer option.
3. Information of PDCP PDUs that were not delivered to the UE.
4. Information of the currently desired buffer size at the SeNB for transmitting to the UE user data associated with a specific E-RAB configured with the split bearer option.
5. Information of the currently minimum desired buffer size at the SeNB for transmitting to the UE user data associated with all E-RABs configured with the split bearer option.

In the LWA case, the term WT refers to a logical entity. In particular, the WT may represent a collection of multiple WLAN APs. As described in [3], WLAN deployments are quite diverse. In a typical implementation, the GTP-U interface may terminate at a centralized node (e.g., a WLAN access gateway node) as shown in Figure 1. Packets received over the GTP-U interface may then be sent to individual WLAN APs that maintain their own buffers. In such scenarios, where the PDCP packets sent by the eNB are queued up across WLAN APs, the use of a Release-12 DC like flow control mechanism entails significant complexity. We provide a few examples as follows.
1. It now becomes necessary for each WLAN AP to process header information in packets carrying PDCP PDUs (e.g., radio bearer identity and PDCP SN information) in order to determine, for example, which PDCP PDUs have been delivered in sequence and which PDCP PDUs have not been delivered, adversely impacting WLAN AP implementation complexity.
2. WLAN APs are also required to determine if PDCP PDU transmission has been successful or not depending on WLAN MAC ACK messages. Such functionality is currently not available at WLAN APs.
3. Each WLAN AP needs to produce a report with PDCP status information per bearer (and potentially buffer status) for each UE being served by the AP. This report then needs to be sent to the network node implementing the WT function which in turn relays the information to the eNB for flow control purposes. Such mechanisms are not currently available in WLAN systems.
4. It is not clear how the current flow control mechanism will work for inter-AP mobility within the same mobility set (i.e., no change in WT). Some coordination between the WT and the APs involved may be required to ensure that the PDCP SN information sent to the eNB remains consistent even after such mobility events occur.

Observation 1: In scenarios where a WT serves multiple WLANs, the use of Release-12 DC based flow control mechanism may require these individual WLAN APs to be LWA aware and increases the complexity of WLAN implementation.



Figure 1: A candidate LWA deployment scenario

3 UE-based flow control and feedback
In previous RAN2 meetings (#89bis, #90, and #91), several proposals have been made for UE based flow control feedback. We do not intend to promote any particular approach in this contribution. However, in order to keep the discussion concrete we assume that the UE-based flow control feedback can be configured by having the UE send PDCP status reports to the eNB periodically. 
In RAN2 #89bis the following agreements pertinent to this discussion were made.
1. For a 3C architecture flow control is necessary for the eNB to determine the amount of data to route towards the WLN. (FFS whether flow control runs between WLN and eNB or whether the feedback could e.g. be provided by the UE.) 
2. For a 2C architecture at least feedback is needed for the eNB to avoid that more than half the PDCP sequence number space is brought in flight. (FFS whether this is provided by a flow control mechanism from the WLN or by the UE)

Flow control feedback is required for two distinct functions as follows.
1. Flow control: Control the amount of data transmitted from the eNB to the WT to ensure that the eNB does not overrun the capacity of the WT, and at the same time ensure that WT resources are efficiently utilized.
2. Avoid HFN de-sync: Ensure that at any time PDCP packets corresponding to not more than half the PDCP SN space are in flight.

The two problems of ensuring that the eNB does not overrun the buffers of the WT, and also avoids the situation where PDCP packets corresponding to more than half the PDCP SN are brought in flight appear to be common for both 2C and 3C bearers. 

Observation 2: Flow control and feedback (for avoiding HFN de-synchronization) is required for both 2C and 3C based LWA bearers.

In the sequel, we discuss the feasibility of UE based flow control feedback for the above functions.
3.1 Avoiding HFN de-sync
HFN de-sync can occur when more than half the PDCP SN space of in-sequence PDCP PDUs are lost or transmitted without acknowledgement from the receiver. In Table 1, we estimate the amount of time it would take for the eNB to transmit half the PDCP SN space worth of PDCP PDUs for different choices of SN length and data rate per bearer, under the assumption that each PDCP PDU is 1500 bytes in size. Note here that the data rates refer to the net data rate at the PDCP layer. So for example, in the 3C case it would be the aggregate data rate achieved over both LTE and WLAN accesses, and in the 2C case would be the data rate over WLAN access (the situation of interest). 
	Data rate (Mbps)
PDCP SN length
	50
	100
	1000

	7
	15
	7
	0.8

	12
	491
	246
	24

	15
	3928
	1964
	196


[bookmark: _Ref430712378]Table 1: Time taken to transmit half the PDCP SN space in milliseconds
If UE feedback is not timely, then it is possible that the PDCP transmitter’s window is stalled when the transmitted (eNB) sends up to half the PDCP SN space worth of PDCP PDUs without receiving any acknowledgement. From Table 1, we can see that the feedback requirements to prevent HFN de-sync are quite modest. If the PDCP SN length is chosen appropriately, then a PDCP status report sent every 100 ms should be sufficient for the target data rates for this feature. The overhead involved in sending such feedback is very modest. For example, if we assume that each report requires (say) 3 bytes, and the reporting frequency is 100 ms, then the feedback rate is just 240 bps.
Observation 3: With an appropriate choice of PDCP SN length, PDCP status reports sent by the UE can solve the HFN de-sync problem with negligible overhead.
3.2 Flow control
In Release-12 DC, flow control feedback is useful to balance the amount of data queued at the SeNB to ensure that the SeNB transmission buffer is not overloaded, and at the same time ensure that the SeNB’s radio resources are not under-utilized. Again, referring to the deployment example in Figure 1, we note that to achieve DC like performance, it is actually the buffer size at the individual APs that need to be carefully controlled to ensure that WLAN radio resources are efficiently utilized. This requirement imposes two challenges for adapting DC-like flow control feedback. First, it not clear if there are mechanisms available in current WLAN deployments to report AP buffer status to a WT-like entity. Second, even if the APs were able to send their buffer status to the WT, there is an inherent additional delay associated with transmitting such information because the APs first need to communicate with the WT and then the WT provides the relevant information to the eNB. Moreover, the queues at the AP will not change instantaneously based on the eNB’s scheduling decisions since the packets may have to traverse multiple physical links to reach the WLAN APs. For these reasons, it can be argued that the buffer status reporting of Release-12 DC flow control mechanism may accrue limited performance gain for LWA.
Observation 4: In scenarios where a WT serves multiple WLANs, buffer status reporting of Release-12 DC flow control mechanism may result in limited performance gain due to delays associated with the flow control feedback loop.
The UE is typically unaware of the buffer status of the WLAN AP and WT entities. However, as observed, there is limited gain in buffer status reporting in some deployments. For this reason, we argue that the lack of WLAN AP buffer status information does not fundamentally limit the feasibility of UE based flow control.
A related question that needs to be answered is how often the UE needs to feedback PDCP status reports for flow control purposes. Since the UE and eNB do not have direct access to WLAN AP buffer length, the objective of flow control with UE based flow control feedback is relatively modest compared to Release-12 DC flow control feedback where the SeNB queue size is carefully managed for efficient resource solution. Moreover, in many WLAN deployments, there may be native mechanisms to avoid overrunning the WLAN AP transmission buffers (e.g., IEEE 802.3x based flow control in Ethernet based systems).For these reasons, there is no real requirement to have very frequent feedback in the LWA case, and it may be sufficient to have PDCP status reports with a frequency at the order of a few tens or hundreds of milliseconds. As observed earlier, such a requirement can be met without much overhead.
Observation 5: UE based flow control feedback is feasible and can be achieved with negligible overhead.
4 Miscellaneous Considerations
In this section, we provide some additional discussion regarding the advantages of UE based flow control feedback.
We note that UE-based flow control relies on the Uu interface for corresponding signaling. The latency of the Uu interface (<50ms) appears to be sufficient to handle the flow control and feedback requirements as described earlier. On the other hand, in some deployments, the eNB and WT may be connected over non-ideal backhaul. There may also be some delay between the WT and the WLAN APs and net RTT may be of the order of a few 100ms. In such deployments UE based flow control may be the preferred option over Xw-based flow control.
Observation 6: In some deployments, UE-based flow control may be preferable to Xw-based flow control due to latency considerations.
In LTE, the RLC layer provides guaranteed delivery service for RLC AM flows. However, there is no such guaranteed service in the IEEE 802.11 link layer. By allowing UE based feedback of PDCP status reports, it becomes possible for the eNB to detect dropped PDCP PDUs (either in Xw, WLAN distribution network, or WLAN air interface). UE based feedback can also be useful in estimating RTT which is not possible with Xw-based feedback. For these reasons, it is conceivable that UE based flow control is deployed simultaneously with Xw-based flow control.
Observation 7: UE based flow control allows the eNB to detect lost PDCP PDUs and estimate RTT between the eNB and UE.
Based on the discussion in this contribution, we propose the following.
Proposal 1: RAN2 is requested to develop UE based flow control feedback as an alternate option for LWA.
5 Conclusions
In this contribution, we discussed the limitation of network based flow control feedback for some WLAN deployment scenarios of interest, and proposed the use of UE based flow control feedback as an alternate mechanism. Our observations are proposal are summarized below.
Observation 1: In scenarios where a WT serves multiple WLANs, the use of Release-12 DC based flow control mechanism may require these individual WLAN APs to be LWA aware and increases the complexity of WLAN implementation.
Observation 2: Flow control and feedback (for avoiding HFN de-synchronization) is required for both 2C and 3C based LWA bearers.

Observation 3: With an appropriate choice of PDCP SN length, PDCP status reports sent by the UE can solve the HFN de-sync problem with negligible overhead.
Observation 4: In scenarios where a WT serves multiple WLANs, buffer status reporting of Release-12 DC flow control mechanism may result in limited performance gain due to delays associated with the flow control feedback loop.
Observation 5: UE based flow control feedback is feasible and can be achieved with negligible overhead.
Observation 6: In some deployments, UE-based flow control may be preferable to Xw-based flow control due to latency considerations.
Observation 7: UE based flow control allows the eNB to detect lost PDCP PDUs and estimate RTT between the eNB and UE.
Proposal 1: RAN2 is requested to develop UE based flow control feedback as an alternate option for LWA.
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