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1 Introduction
At RAN#68, a new SI named “Feasibility study on LTE-based V2X services” was agreed. One of the objectives with RAN2 involvement is to evaluate the feasibility of Uu transport for V2V and V2P in terms of meeting latency requirements, network coordination required, resource efficiency, and energy efficiency of UE [1]. 
	1) For support of Uu transport for V2V, and PC5/Uu transport for V2I/N and V2P services (to be completed by RAN#72 – June 2016), at least including:
a) Evaluate the feasibility of Uu transport for V2V and V2P in terms of meeting latency requirements, network coordination required, resource efficiency, and energy efficiency of UE,. [RAN1, RAN2, RAN3]


In this contribution, we analyze and evaluate the feasibility of Uu transport for V2V and V2P and present our proposals to guide the further study.
2 Latency evaluation of V2V 
Based on Use Cases in TR 22.885[2], the maximum latency of V2V Use Cases varies between 20ms (pre-crash sensing warning) and 1000ms (Cooperative Adaptive Cruise Control), and transmission of a V2V message can be triggered periodically or based on a certain event. However, most of the V2V use cases require a max latency of 100ms. Hence we will check the feasibility of Uu transport based on the typical latency requirement of 100ms. 
As currently specified, when two UEs want to communicate with each other by Uu transport, their data path goes via the operator network. The typical data path for communication between two UEs is shown in Figure 1.When a vehicle UE triggers V2V messages, it first establishes transmission path to the network (if transmission path has not been established), then it delivers the V2V messages to the eNB through Uu transmission. In this section we analyze the latency requirements in the end to end setup procedure (Section 2.1) and data transport (Section 2.2). 
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Figure 1: Data path for communication between two UEs.
2.1 End to end setup time
If the vehicle UE is in RRC_IDLE when the V2V service layer requests V2V message transmission, it needs to establish transmission path to the network, which includes transiting from RRC_IDLE to RRC_CONNECTED and establishing a dedicated bearer. The estimated time for RRC_IDLE to RRC_CONNECTED transition is 50~80ms [3] and for establishing a dedicated bearer is 115ms [4]. If possible delays due to DRX and time required for the receiving UE to transit from RRC_IDLE to RRC_CONNECTED are not taken into account in the end to end communication, the estimated end to end setup time is 165 to 195ms (50~80ms plus 115ms).

However, if DRX is configured to the receiving UE in RRC_CONNECTED state, additional time due to the DRX operation should be taken into account. This latency depends on the DRX configuration parameters of the receiving UEs. The DRX periodicity could take value from 2ms to 2.56s; therefore additional latency due to DRX operation could take values from 2ms to 2.56s depending on the DRX configuration.

For receiving UEs in RRC_IDLE state, the additional latency consists of the time for paging the receiving UEs and the time for RRC_IDLE to RRC_CONNECTED transitions by the receiving UEs. The minimum paging cycle is 320ms therefore the additional latency due to the Receiving Group Member UEs in RRC_IDLE is 400ms when minimum paging cycle is configured. 
2.2 Latency for data transport
After the transmission path between the transmitting UE and the network is established, data transport can begin. The latency for data transport includes scheduling, processing and transmission time taken at the network nodes. Since the UL scheduling latency depends on whether UL-SCH resources are available, it may or may not exist. We then analyze the latency of data transport with and without UL scheduling latency.
2.2.1 Latency of data transport without UL scheduling
For a UE in RRC_CONNECTED, if UL-SCH resources are available for a transmission in this TTI, there is no scheduling latency for transmitting the data. The user plane latency from the UE to the eNB is about 10ms based on the analysis in TR 36.912 [3]. There are several mechanisms for the eNB to transmit the data to the receiving UE by via the Uu interface, such as Unicast, MBMS and SC-PTM. We then analyze the latency for data transport of these three mechanisms.
2.2.1.1 Data transport with unicast
When considering unicast bearers from the transmitting UE to the EPC and from the EPC to the receiving UE, the time for data transport can be calculated as shown in table 1. The total end to end latency for data transport is 40ms.
Table 1: End to end delay for data transport estimation when using unicast bearers
（modified from  table 5.1.1.3-1 in TR36.868）
	Description
	Time (ms) 
	Comments

	Transmitting UE ( eNB
	10
	Reference: Annex B.2 of 3GPP TR 36.912 [3]

	eNB(SGW/PGW (eNB
	20
	Out of RAN WG2 scope, the value 20ms, is shown as an example representative of the time required for the procedure. Backhaul transmission delay of 10ms on each network interface is assumed. 

Reference: 3GPP TR 36.912 [6]

	eNB( Receiving UE
	10
	Reference: Annex B.2 of 3GPP TR 36.912 [3]

	Total 
	40
	


Therefore, for unicast mechanism, if a dedicated bearer has been established for the transmitting UE and possible delays due to DRX and time required for the receiving UE to transit from RRC_IDLE to RRC_CONNECTED are not taken into account in the latency calculation, the data transport latency is 40ms. 
2.2.1.2  Data transport with MBMS
When MBMS is used as the transport delivery mechanism, the major latency is determined by the MCH Scheduling Period (MSP). An estimation of the end to end delay for data transport with MBMS is shown in table 2. 
Table 2: User plane delay estimation when using MRB for media delivery
（modified from  table 5.1.1.3-1 in TR36.868）
	Description
	Time (ms)
	Comments

	Talker UE ( eNB
	10
	Reference: Annex B.2 of 3GPP TR 36.912 

	eNB(SGW/PGW( BM-SC
	20
	Out of RAN WG2 scope, the value 20ms, is shown as an example representative of the time required for the procedure. Backhaul transmission delay of 10ms on each network interface is assumed

	BM-SC ( eNB
	20
	Assumes SYNC sequence length = 40ms = MSP/2. 

The eNB processing time and M1 delay are captured into the 40ms.

	MSP (Read MSI)
	40
	MSP = 80ms

	eNB ( Receiving UEs
	10
	Receiving and processing

	Total
	100
	


For MBMS mechanism, the total data transport latency is 100ms. 
2.2.1.3 Data transport with SC-PTM
The SC-PTM WI was agreed in RAN#68 and is expected to finish by the end of this year [5]. It aims to study the single cell point to multipoint transmission mode over the radio interface to transfer MBMS session data over a single cell using PDSCH to provide critical group communications. SC-PTM transmission for a group of users uses a common RNTI (Group-RNTI) on PDCCH and on PDSCH in regular unicast subframes. There is one Group-RNTI per TMGI and a SC-PTM specific MCCH (SC-MCCH) signals the TMGI to Group-RNTI mapping. A UE performing SC-PTM reception might be either in RRC_IDLE or in RRC_CONNECTED. Based on the description in TR36.890 [6], the end to end delay for data transport can be evaluated as follows.
Table 3 User plane delay estimation when using SC-PTM for media delivery
(Modified from table 6.1.4-1 in TR36.890 [6] ）
	Description
	Time (ms)
	Comments

	Talker UE ( eNB
	10
	Reference: Annex B.2 of 3GPP TR 36.912 

	eNB(SGW/PGW( BM-SC
	20
	Out of RAN WG2 scope, the value 20ms, is shown as an example representative of the time required for the procedure. Backhaul transmission delay of 10ms on each network interface is assumed

	BM-SC ( eNB
	20 or 30
	Backhaul delay (M1) and node processing delay, without SYNC or with SYNC delay (i.e. SC-PTM scheduling period/2, with SC-PTM scheduling period of 20ms).

	Average delay due to SC-PTM scheduling period
	10 (20)
	20ms SC-PTM scheduling period for DRX

	eNB ( Receiving UEs
	10
	Receiving and processing at the UE

	Total
	70 (80) or 80 (90)
	


Using SC-PTM, the data transport latency can be 80ms if SYNC is not used or 90ms if SYNC is used. 
2.2.2 Latency of Data transport with UL scheduling

For a UE in RRC_CONNECTED, if no UL-SCH resources are available, it will instruct the physical layer to signal the SR on PUCCH in case that the UE has a valid PUCCH resource, or it will initiate a Random Access procedure to request scheduling grant in case that the UE has no valid PUCCH resource. Then the eNB will allocate resources to the UE. Let’s take the scheduling procedure with SR as an example, the procedure is shown in figure 2 and the scheduling latency analysis is listed in table 4. 
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Figure 2: scheduling procedure
 Table 4: scheduling latency analysis  

	Component
	Description
	Average 

 [ms]

	1
	Average delay due to SR scheduling period
	0.5~40

	2
	Transmission of SR
	1

	3-4
	UE’s reception of scheduling grant 
	4

	5
	UE Processing Delay (decoding of scheduling grant)
	3

	6
	Transmission of BSR
	1

	7-8
	UE’s reception of scheduling grant
	4

	
	Total delay [ms]
	13.5~53.5


For a UE in RRC_CONNECTED, if no UL-SCH resources are available for a transmission in this TTI, besides the data transport latency analyzed in section 2.2.1, additional scheduling latency is13.5~53.5ms.
2.3 Total latency estimation
Based on the analysis above, a summary of total latency estimation with different transport mechanisms and different UE conditions is listed in table 5.

Table 5: summary of total latency estimation 
	
	data transport with  unicast (ms)
	data transport with MBMS (ms)
	data transport with  SC-PTM (ms)

	Minimum latency
(both transmitting and receiving UE are in RRC_CONNECTED, dedicated bearer has been established and UL-SCH resources are available )
	40
	100
	70 (80) or 80 (90)

	No UL-SCH resources are available for transmitting UE in RRC_CONNECTED
	40+(13.5~53.5)
	100+(13.5~53.5)
	70 (80) or 80 (90) +(13.5~53.5)

	dedicated bearer has not been established for transmitting UE in RRC_ CONNECTED
	40+115
	100+115
	70 (80) or 80 (90) +115

	dedicated bearer has not been established for transmitting UE in RRC_ IDLE
	40+115+(50~80)
	100+115+(50~80)
	70 (80) or 80 (90) +115+(50~80)

	receiving UEs are in RRC_ IDLE
	40+400
	100
	70 (80) or 80 (90) 


Based on the table 5, for unicast mechanism, the following two scenarios cannot meet 100ms latency requirement:

· A dedicated bearer has not been established for the transmitting UE when the UE triggers the V2V messages.

· Receiving UEs are in RRC_ IDLE.

For MBMS and SC-PTM mechanism, the following scenario may not meet100ms latency requirement:

· A dedicated bearer has not been established for the transmitting UE when the UE triggers the V2V messages.

· No UL-SCH resources are available for the transmitting UE when the UE triggers the V2V messages.

Besides, all above transport mechanisms cannot meet 20ms latency requirement.

Observation 1: for unicast mechanism, if a dedicated bearer has not been established for the transmitting UE when the UE triggers the V2V messages or receiving UEs are in RRC_ IDLE, the 100ms latency requirement cannot be met.
Observation 2: for SC-PTM and MBMS mechanism, if a dedicated bearer has not been established or no UL-SCH resources are available for the transmitting UE when the UE triggers the V2V messages, the 100ms latency requirement cannot be met. 

Observation 3: All above transport mechanisms cannot meet the 20ms latency requirement.
2.4 Solution for latency reduction
Based on the analysis above, in order to meet the 100ms latency requirement, for both unicast mechanism and SC-PTM mechanisms, the UE that is interested in transmitting V2V messages has to establish the transmission path in advance. Meanwhile, the UE that is interested in receiving V2V messages shall be in RRC_ CONNECTED with short DRX periodicity all the times for unicast mechanism, and the UE that is interested in transmitting V2V messages shall acquire UL-SCH resources in advance for SC-PTM mechanism.

Proposal 1: For the UE that is interested in transmitting V2V messages, it has to establish the transmission path in advance. 
Proposal 2: for unicast mechanism, if the UE is interested in receiving V2V messages, it shall be in RRC_CONNECTED with short DRX periodicity all the times.
Proposal 3: for SC-PTM mechanism, if the UE is interested in transmitting V2V messages, it shall acquire UL-SCH resources in advance.

Furthermore, since some V2X messages need not to be distributed within a wide area covered by multiple cells based on the requirements demanded in TR22.885, and the data path between eNB and EPC costs too much time, we can consider the scheme where the data path of V2V messages is locally-routed via the eNB(s) to reduce latency. This locally-routed data path for communication between two UEs when UEs are served by the same eNBs is shown in Figure 3. By this data path, for end to end setup procedure, latency is only required for the UE to transit from RRC_IDLE to RRC_CONNECTED which is 50 -80ms. For data transport, the latency of data path between the eNB and the EPC can be saved. So the data transport latency is reduced a lot. The comparison of latency estimation between existing scheme and optimization scheme is listed in table 6.
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Figure 3: A locally-routed data path 
Table 6 comparison of minimum latency estimation between existing scheme and optimization scheme
	
	data path goes via EPC
	data path is locally-routed via the eNB(s)

	latency for data transport with  unicast
	40ms
	20ms 

	latency for data transport with MBMS
	100ms
	60ms

	latency for data transport with  SC-PTM
	70 (80) or 80 (90)
	30(40)ms 


So if data path is locally-routed via the eNB(s), latency is reduced a lot. Unicast mechanism may meet the 20ms latency requirement which cannot be realized if data path goes via the EPC.
In addition, since the data path of V2V messages is locally-routed and does not go via EPC, we can consider establishing a bearer for V2V message that only includes a radio bearer. Comparing to an EPS bearer the latency of only establishing a radio bearer can be reduced a lot since the time used for establishing S1 and S5/S8 bearer is saved.
Observation 4: Locally-routed data path can significantly reduce latency.
3 .Resource efficiency
From the perspective of resource efficiency, if the number of UEs that are interested in receiving V2V message is very low, it is better to use unicast mechanism to send V2V messages. Otherwise, if the number of UEs that are interested in receiving V2V message is quite high, MBMS or SC-PTM mechanisms are more suitable. Compared to eMBMS, SC-PTM consumes fewer resources and enables more flexible resource allocation than MBSFN transmission, since it does not require the extended CP and resource allocation on specifically designated MBSFN subframe. In addition, depending on the type and contents of the V2X messages, some V2X messages need to be distributed within a dynamically controlled area, so SC-PTM mechanism may be more suitable. 
Proposal 4: From the perspective of resource efficiency, if the number of UEs that are interested in receiving V2V message is very low, it is better to use unicast mechanism to send V2V messages. Otherwise, SC-PTM mechanism is more suitable.
4 Energy efficiency of UE
From the perspective of energy efficiency, the UE cannot keep monitoring the V2X message all the times since this may consume too much energy, so the eNB can configure a V2X monitoring occasion, and the period of the V2X monitoring occasion should be lower than the latency requirement. Furthermore, a V2X UE and the eNB may negotiate V2X occasion parameters (V2X cycle, offset, duration, etc.) for the different V2X message types, where a vehicle UE may only detect the interested V2X message types on the corresponding V2X occasion. 
In addition, considering that there is no vehicle driving in some areas such as Pedestrian Street, the UE does not need to monitor the V2P message in this area; the UE can decide whether to start monitoring V2P resource pool according to the different geographical area.
Proposal 5: from the perspective of energy efficiency, it is suggested to configure V2X monitoring occasions to V2X UEs. Furthermore, a V2X UE and the eNB may negotiate V2X occasion parameters (V2X cycle, offset, duration, etc.) for the different V2X message types, where a vehicle UE may only detect the interested V2X message types on the corresponding V2X occasion. 
5 Conclusion
In this paper, we will analyze and evaluate the feasibility of Uu transport for V2V and V2P in terms of meeting latency requirements, network coordination requirements, resource efficiency, and energy efficiency of UE. The following observation and proposals were derived:
Observation 1: for unicast mechanism, if a dedicated bearer has not been established for the transmitting UE when the UE triggers the V2V messages or receiving UEs are in RRC_ IDLE, the 100ms latency requirement cannot be met.
Observation 2: for SC-PTM and MBMS mechanism, if a dedicated bearer has not been established or no UL-SCH resources are available for the transmitting UE when the UE triggers the V2V messages, the 100ms latency requirement cannot be met. 

Observation 3: All above transport mechanisms cannot meet the 20ms latency requirement.
Observation 4: Locally-routed data path can significantly reduce latency.

Proposal 1: For the UE that is interested in transmitting V2V messages, it has to establish the transmission path in advance. 
Proposal 2: for unicast mechanism, if the UE is interested in receiving V2V messages, it shall be in RRC_CONNECTED with short DRX periodicity all the times.
Proposal 3: for SC-PTM and MBMS mechanism, if the UE is interested in transmitting V2V messages, it shall acquire UL-SCH resources in advance.

Proposal 4: From the perspective of resource efficiency, if the number of UEs that are interested in receiving V2V message is very low, it is better to use unicast mechanism to send V2V messages. Otherwise, SC-PTM mechanism is more suitable.
Proposal 5: from the perspective of energy efficiency, it is suggested to configure V2X monitoring occasions to V2X UEs. Furthermore, a V2X UE and the eNB may negotiate V2X occasion parameters (V2X cycle, offset, duration, etc.) for the different V2X message types, where a vehicle UE may only detect the interested V2X message types on the corresponding V2X occasion. 
6 Reference
[1]. RP- 151109, Feasibility Study on LTE-based V2X Services
[2]. TR 22.885，Study on LTE Support for V2X Services
[3]. TR 36.912，Feasibility study for Further Advancements for E-UTRA (LTE-Advanced)

[4]. TR36.868,  Study on group communication for E-UTRA
[5]. R2-151110, New WI Proposal: Support of single-cell point-to-multi-point transmission in LTE.
[6]. TR36.890, Study on single-cell point-to-multipoint transmission
PAGE  
1/8

_1504614615.vsd
UE1


UE2


eNB


eNB


EPC



_1504614616.vsd
�

UE1


UE2


eNB


eNB


EPC


UE3


UE4



_1504614613.vsd
UE


eNode B


1. Delay for SR Period


2. SR


3. Processing delay in eNode B


4. Scheduling Grant


5. Processing delay in UE


6. BSR


7. Processing delay in eNode B


8. Scheduling Grant


10. Data transmission


9. Processing delay in UE



