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1 Introduction

In RAN2#90 meeting, a joint session was held with SA2 on priority handling. Based on the outcome of the joint session, RAN 2 made the following agreements [1]:

· The AS is provided with the priority of the data packets to be transmitted on PC5 interface.   The AS doesn’t need to know how the higher layers have determined the priority (pending final SA2 response).  
· For each logical channels there will be an associated priority.
· The creation of logical channels will be left to UE implementation, similar to Rel-12.  In addition to taking source/destination ID of packets into account when creating a logical channel, the UE will also take into account the priority of packets.   
· For scheduled resource allocation, as a baseline, the buffer status is reported per destination ID, as per Rel-12 agreement.  It is FFS how the mapping between the logical channel priority and LCG is done.  
· RAN2 has agreed that for autonomous resource selection, solutions other than static one-to-one association between priorities and resource pools should be considered.   Solutions to address this limitations are FFS.  

· The resource pool is selected, the selection is valid for the entire SA period.  After the SA period is finished the UE may perform resource pool selection again.   FFS whether multiple transmission to different destination IDs can be allowed within one SA period.  
The RAN2 agreements above assume that MCPTT group priorities, MCPTT pre-emption priority and MCPTT user priorities are handled by application layer and provided to AS with the priority of the data packets to be transmitted on PC5 interface. 

In this contribution, the priority handling for scheduled and autonomous resource allocation is discussed. 
2 Discussion
2.1 Mode 1 Scheduled Resource Allocation

For Mode 1 scheduled resource allocation scheme, the UE sends the Sidelink BSR to the eNB. eNB will use the information in the sidelink BSR to schedule sidelink grant to the UE. As per the RAN 2 agreement, the UE AS is provided with the priority of the data packets to be transmitted on PC5 interface by the application layer and the creation of the logical channel is left to the UE implementation. In order to perform priority scheduling at the eNB, eNB needs to know the packet priority in some form and this has to be provided in the sidelink BSR. 
Observation#1: In order to perform priority scheduling at the eNB, eNB needs to know the packet priority in some form and this has to be provided in the sidelink BSR.
As per the RAN 2 agreements, the TX UE will take into consideration of the destination ID and the priority of packets to create logical channel for transmission. According to [1], there would not be more than 6-8 D2D ProSe Group Communication groups at an incident scene with concurrent on-network operation. Furthermore the number of priority level provided by SA6 [2] is at least 8 for on-network case (‘[R-6.8.6.2-006] There shall be at least 8 and preferably 30 configurable levels of priority.’). One can imagine that it is possible for a TX UE to send to different priority packets to one destination group as well as to multiple destination groups concurrently. For example, an accident commander should be able to provide group call of different priority to each emergency service groups (police, ambulance, fire brigade etc.) as well as to multiple groups at the same instance. Furthermore, there is no restriction by the eNB to send multiple grants to the UE. The UE just needs to be able to decode multiple DCIs and then use the appropriate grant for the destination group. This would mean that sidelink BSR from a UE should accommodate for this situation by being able to provide the eNB with multiple priorities for each destination group.
Observation#2: Sidelink BSR from a UE should be able to provide the eNB with multiple priorities for each destination group.
Based on this observation, the maximum number of buffer status values with 8 priority levels to be sent in the sidelink BSR is 8 x 8 (number of priority levels x D2D groups)  = 64 BS fields in the sidelink BSR. If the priority levels are 30, the number of BS fields can be up to 240. In order to reduce the maximum size of the sidelink BSR, one approach is to map multiple priority levels to a priority group. Such priority group can be seen as similar concept to the Logical Channel Group in Rel-8 for Uu interface.
Observation#3: In order to reduce the size of the sidelink BSR, it maybe beneficial to map the priority into logical channel group like in Rel-8. 

To further reduce the sidelink BSR, it should be discussed whether there is a need to include the Group Index that was introduced in Rel-12. Our understanding of the Group Index field is to use it for solving the half-duplex constraint. However, with RAN 1 introducing the T-RPT pattern to solve the half-duplex issue, the Group Index is not strictly required in Rel-13.

Observation#4: Since RAN 1 has introduced the T-RPT pattern to solve the half-duplex issue, the Group Index is not strictly required in Rel-13.
Proposal#1: RAN 2 should discuss whether Group Index field should be included in the sidelink BSR in Rel-13.

Assuming that the Group Index field is not required, one straight forward way is to map the 8 priority level (assuming 8 priority level is sufficient for on-network) from the application layer to the 2-bit LCG-ID and have a variable length MAC CE for the sidelink BSR. This will mean that the maximum size of the sidelink BSR is 32 BS fields + 32 x 2-bit LCG ID. An example Rel-13 sidelink BSR CE format is illustrated in Figure 1. The figure is just for illustration only and the buffer size of a specific LCG ID related to a destination group does not need to be organised in the order as shown in the Figure 1. The buffer size of a destination group can be in any order as the eNB does not need to know which group it is for. Only the LCG ID which relates to the priority of the packets and the buffer size value to the LCG ID is required by the eNB.
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Figure 1 Example Rel-13 Sidelink BSR format (assuming number of priority level is 8)
Proposal#2: Introduce a new variable length sidelink BSR MAC CE format in Rel-13 with the priority value of a packet map to a 2-bit LCG ID (assuming number of priority level is 8).
The Rel-12 LCIDs used for sidelink BSR and truncated sidelink BSR should be used for the Rel-13 full sidelink BSR and truncated sidelink BSR.

Proposal#3: Reuse the Rel-12 LCID for sidelink BSR and truncated sidelink BSR should be used for the Rel-13 full sidelink BSR and truncated sidelink BSR. 

The mapping of the LCG ID to the priority level can be provided to the UE via RRC signalling (broadcast or dedicated) and the UE can set the LCG-ID in the sidelink BSR according to the priority level of the logical channel. The eNB will use the LCG-ID value in the sidelink BSR to schedule the UEs and their traffic.

Proposal#4: The mapping of the LCG ID to the priority level can be provided to the UE via RRC signalling (broadcast or dedicated).
2.2 Mode 2 Autonomous resource allocation
For Mode 2 autonomous resource allocation, associating multiple resource pools with different priorities can support priority when the user amount and traffic data volume are stable in resource pools.  More transmission resources are configured for high priority traffic to provide more reliable transmissions. However, since the resource pool configuration is fixed for a long period, the above method may not be suitable for the dynamic traffic case. For example, it may happen that the resource pool of low priority is over-crowded, whereas there are few transmissions in the resource pool of high priority. 
It was recommended in RAN2 [3] to consider solutions other than static one-to-one association between priorities and resource pools.
2.2.1 Pre-emption mechanism for ongoing traffic
To provide priority support for dynamic traffic case, data packets of multiple priorities are allowed in the same resource pool and pre-emption scheme can be employed for ongoing traffic.  At a D2D UE with ongoing transmission，pre-emption is triggered based on the traffic load of observed ongoing transmissions (higher or same priority levels) and a traffic load threshold. The traffic load is a function of D2D traffic amount and associated priority levels. It is assumed that the priority level is provided in the PSCCH. The data traffic amount can be estimated via decoding PSCCHs and/or sensing PSSCHs by D2D UEs. The traffic load threshold can be configured by eNB or pre-configured by network, which is determined by the data pool size and QoS requirement. 
With different transmission patterns employed by transmitting UEs, a data resource pool can accommodate parallel transmissions from multiple transmitting UEs. As shown in [4], the average collision probability and eventually the communication performance depend on the ratio of the number of UEs transmitting to the pool size. To guarantee QoS of parallel transmissions, we need to employ the traffic load threshold to limit traffic amount.  If the traffic load is below the threshold, the UE keeps on transmission. Otherwise, pre-emption may be triggered at the UE to leave room in the data pool for high priority packets.  
Proposal 5: Consider pre-emption mechanism so that low priority UEs are pre-empted to leave resource for high priority UEs if data channel is overloaded.  
2.2.2 Access mechanism for arriving traffic 
For UEs with arriving traffic, efficient access schemes are needed to avoid channel congestion. If the estimated traffic load of existing transmissions (higher or equal priorities) plus the load caused by new traffic at the UE is larger than the configured threshold, the data channel is considered as busy. When the channel is sensed as busy in an SA period, the UE will continue sensing in the following SA periods until the channel is sensed as idle. When the channel is sensed as idle in an SA period, the UE may immediately accesses the channel in the next SA period by transmitting its PSCCH. 
To better provide priority support, the UE may employ a back-off mechanism instead. The UE won’t transmit immediately in the following SA period if the channel is sensed as idle. Instead, the UE starts a back-off procedure. The number of SA periods for back-off is associated with packet priority and the amount of available data resource. By introducing back-off to the access scheme, we can avoid the situation where multiple UEs start transmitting SAs simultaneously in an SA period. And since the UE with higher priority employs shorter back-off, the access scheme provides priority support.  
To achieve the similar effect as the back-off mechanism, probability based access mechanism can also be employed. When the channel is sensed as idle in an SA period, the UE accesses the channel in the next SA period at an access probability. The access probability for a UE is associated with packet priority and the amount of available data resource.
Access mechanism can be coupled with pre-emption mechanism to provide dynamic priority support for direct communication. 
Proposal 6: Consider back-off based or probability based access mechanisms to avoid data channel congestion caused by new traffic. 
3 Conclusion

It is recommended that RAN 2 discusses the following observations and proposals:
Observation#1: In order to perform priority scheduling at the eNB, eNB needs to know the packet priority in some form and this has to be provided in the sidelink BSR.

Proposal#1: RAN 2 should discuss whether Group Index field is needed in Rel-13.

Observation#2: Sidelink BSR should be able to provide the eNB with multiple priorities for each destination group.

Observation#3: In order to reduce the size of the sidelink BSR, it maybe beneficial to map the priority into logical channel group like in Rel-8. 

Observation#4: Since RAN 1 has introduced the T-RPT pattern to solve the half-duplex issue, the Group Index is not strictly required in Rel-13.

Proposal#2: Introduce a new variable length sidelink BSR MAC CE format in Rel-13 with the priority value of a packet map to a 2-bit LCG ID (assuming number of priority level is 8).

Proposal#3: Reuse the Rel-12 LCID for sidelink BSR and truncated sidelink BSR should be used for the Rel-13 full sidelink BSR and truncated sidelink BSR. 

Proposal#4: The mapping of the LCG ID to the priority level can be provided to the UE via RRC signalling (broadcast or dedicated).

Proposal 5: Consider pre-emption mechanism so that low priority UEs are pre-empted to leave resource for high priority UEs if data channel is overloaded. 
Proposal 6: Consider back-off based or probability based access mechanisms to avoid data channel congestion caused by new traffic.  
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