3GPP TSG-RAN WG2 Meeting #91
R2-153810
Beijing, China, August 24-28, 2015

Agenda item:
7.11
Source: 
Intel Corporation
Title: 
Effect of UE and eNB processing times on TCP performance 
Document for:
Discussion
1. Introduction

RAN#67 approved a new Release 13 Study Item on Latency reduction techniques for LTE [1]. One of the RAN2 aspects of the SI is to reduce UP latency for the scheduled UL transmission and to get a more resource efficient solution, both with and without preserving the current TTI length and processing times. 

In our earlier contribution [2], we have provided TCP evaluation for latency reduction due to reduced TTI and SR periodicity, which were captured in TR 36.881. In this contribution, we discuss the effect of UE and eNB processing times on the RAN latency, and its impact in TCP performance in terms of slow-start behavior for FTP file download. 
2. Discussion
2.1. UE and eNB processing time
In current LTE, UE processing time for downlink data reception is determined based on PUCCH transmission timing. For example, in FDD, the UE should send HARQ-ACK in subframe n+4 where the UE receives PDSCH in subframe n. Therefore, the maximum UE processing time is considered to be 3ms, (which is denoted by ∆UE in this contribution). This value is same as UE processing time for uplink as the UE sends uplink data at subframe n+4 when the UE receives Uplink grant in subframe n.

Note that the actual processing time available to the UE may be reduced due to TA (timing advance) (i.e., twice the propagation delay) as shown in Figure 1 below. 
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Figure 1 UE's actual available processing time is reduced due to propagation delays
In the following studies, we evaluate latency reduction gain with respect to different processing time in UE and in eNB side because the UP delay can be achieved by reducing UE/eNB processing time even in the normal TTI (1ms). 

We assume decreased processing times of 2ms and 1ms (i.e., eNB takes 2ms / 1ms to process SR and send grant; UE takes 2ms / 1ms from receiving DL data to sending ACK).
One way to achieve less processing delay would be TBS (Transport Block Size) restriction by the specification in order to accelerate decoding speed together with potential decoder improvement by UE implementation.  However, the exact solution can be discussed in RAN1. 
2.2. Evaluation
The simulation setup and performance metrics are similar to that in [2] which can also be found in the SI TR 36.881 [4] and in Appendix A below. For this study, we consider 1ms and 0.5ms TTI lengths with 5TTI SR periodicity. 
Figure 2 and Figure 3 show the comparison of TCP slow-start for different node processing delays. For simplicity, the processing delays for UE and eNB (denoted by ∆UE and ∆eNB respectively) are assumed to be equal in the following results. The performance of current processing delay (3ms) is compared with reduced values (2ms and 1ms) for UE and eNB processing delays. As expected the TCP ramps up quickly with smaller node processing times. 
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Figure 2 Effect of reduced node processing times on TCP slow-start behaviour with 1ms TTI
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Figure 3 Effect of reduced node processing times on TCP slow-start behaviour with 0.5ms TTI

Table 1 shows the comparison of the scenarios described above. It is observed that about 40% gains are observed in the considered metrics when node processing delays are reduced to 1ms from baseline 3ms in 1ms TTI. Keeping the existing processing time (3ms from DL to UL), reduction in TTI from 1ms to 0.5ms reduces the TCP ramp-up time by 1/3rd.  The ramp-up time can be decreased by more than half with 0.5ms TTI compared to 1ms TTI, even with a more relaxed 4TTI UE processing time. 
Observation 1. TCP slow-start performance is improved with the reduced UE/eNB processing times.

Table 1 Comparison of TCP slow-start performance

	∆UE, ∆eNB (ms)
	Time for TCP ramp-up to  90% of saturation rate*
	Min file size for TCP ramp-up to 90% of saturation rate
	Time taken for UPT to be 90% of saturation rate*
	Min file size for UPT to be 90% of saturation rate

	
	
	
	
	

	
	
	
	
	

	1ms TTI

	3ms - baseline
	176ms 
	142KB
	1.31s
	3.12MB

	2ms
	152ms (-14%)
	124KB (-13%)
	1.06s (-19%)
	2.53MB (-19%)

	1ms
	107ms (-39%)
	84KB (-41%)
	768ms (-41%)
	1.84MB (-41%)

	0.5ms TTI

	3ms (6TTI)
	116ms (-34%)
	114KB (-20%)
	813ms (-38%)
	1.93MB (-38%)

	2ms (4TTI)
	82ms (-53%)
	65KB (-54%)
	644ms (-51%)
	1.53MB (-51%)

	1ms (2TTI)
	67ms (-62%)
	63KB (-56%)
	457ms (-65%)
	1.1MB (-65%)


It is also observed from Table 1 that the performance gain can be achieved by reducing processing times or by reducing TTI or both. In the studied scenarios, gains are observed to be comparable for keeping the 1ms TTI and reducing the processing time to 1ms (1TTI) or reducing the TTI to 0.5ms and keeping the same 3ms of processing time (i.e., 6TTI). On the other hand, as shown in [2], the gains in TCP ramp-up with reduced TTI of 0.5ms while keeping 3TTI processing time is significantly high (~60%) compared to 1ms TTI and 3TTI processing time. So, in general, TTI reduction shows more gain than simply reducing processing time without changing TTI.
Observation 2. TTI reduction is more effective than simply reducing processing time without TTI reduction. 
It should be noted that with the change in processing time, the HARQ RTT changes (as shown in Appendix B). Therefore different number of HARQ processes can be supported based on the TTI, as shown in Table 2 below. 
	Table 2 Number of possible HARQ processes

∆UE, ∆eNB (ms)
	1ms TTI
	0.5ms TTI

	
	HARQ RTT (ms)
	Max num of UL HARQ processes
	HARQ RTT (ms)
	Max num of UL HARQ processes

	
	
	
	
	

	3ms
	8
	8
	7
	14

	2ms
	6
	6
	5
	10

	1ms
	4
	4
	3
	6


Table 3 below shows the average air-interface latency for UEs in connected mode. Average downlink latency and latency for the UE initiated uplink data transmission for a UE with uplink synchronization are calculated following the timing analysis of [3] as explained in Appendix B. As expected, both DL and UL average delays (SR-related steps and Data transmission steps) can be reduced with reduction in node processing times. 
	Table 3 Average Air-interface latency for different processing delays and TTI
∆UE, ∆eNB (ms)
	Average air-interface latency

	
	DL
	UL (SR periodicity 5ms)

	
	error free
	10% error
	error free
	10% error

	
	
	
	SR-related
	Data Tx
	Total
	SR-related
	Data Tx
	Total

	1ms TTI

	3ms
	4ms
	4.8ms
	9ms
	4ms
	13ms
	9ms
	4.8ms
	13.8ms

	2ms
	3ms
	3.6ms
	7.5ms
	3ms
	10.5ms
	7.5ms
	3.6ms
	11.1ms

	1ms
	2ms
	2.4ms
	6ms
	2ms
	8ms
	6ms
	2.4ms
	8.4ms

	0.5ms TTI

	3ms
	3.5ms
	4.2ms
	6.75ms
	3.5ms
	10.25ms
	6.75ms
	4.2ms
	10.95ms

	2ms
	2.5ms
	3ms
	5.25ms
	2.5ms
	7.75ms
	5.25ms
	3ms
	8.25ms

	1ms
	1.5ms
	1.8ms
	3.75ms
	1.5ms
	5.25ms
	3.75ms
	1.8ms
	5.55ms


It is observed from the latency values in Table 3 and TCP ramp-up performance results in Table 1 that the TCP ramp-up performance is highly correlated, as expected, to the average air-interface latency, i.e., the ramp-up is faster if the air-interface latency is lower. In addition, the same benefits in terms of TCP slow-start performance can be observed with latency reduction in general regardless of how the lower latency is achieved. 
Based on the above observations, we propose: 

Proposal 1. RAN2 to capture the above discussion and results in TR 36.881 section 9.
3. Conclusions
In this contribution, we analyzed the effect of node processing times on RAN latency reduction and TCP slow-start behavior for FTP file download.
Observation 1

TCP slow-start performance is improved with the reduced UE/eNB processing times.
Observation 2

TTI reduction is more effective than simply reducing processing time without TTI reduction. 
Proposal 1


RAN2 to capture the above discussion and results in TR 36.881 section 9.
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Appendix A  Details of simulation assumptions [2]
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In this simulation it is assumed that the core network and the Internet delay is very small and is independent of the TTI values and eNB/UE processing times. The assumed latency between eNB and TCP Server is 1-2 ms.

The average DL data-rate is kept the same for different scenarios. This is achieved by scaling the TBS sizes according to the duration of TTI compared to the current 1ms TTI. 

For the FTP based file download using TCP protocol, TCP New Reno is used. File size is kept so as to achieve the saturation in data-rate so that the conditions when UE’s perceived instantaneous as well as overall data-rate reaches at least 90% of the saturation rate can be determined.

The instantaneous throughput is calculated as 25ms moving window average of TCP layer throughput. Aggregate user perceived throughput (UPT) is calculated as total TCP layer data downloaded divided by the time elapsed. Initial time for setting up the network and for the UE to attach to network is removed as offset from the results such that the FTP request is sent to the server from the UE at time 0. 

A saturation data-rate of approximately 21Mbps (example scenario is 3 CA 20MHz each, cell spectral efficiency ~3.5bps/Hz, 10 UEs/cell) is assumed. MCS index of UE is set such that on an average this data-rate is achieved when TCP has fully ramped up (channel adaptation is disabled).

The results for TTI reduction in this simulation do not take into account possible overhead due to e.g. additional L1/2 overhead.

Appendix B UE and eNB processing time and average UP delay
B.1 Downlink
It has been understood by RAN2 that processing delays in the different nodes form the major part of the delay in obtaining valid scheduling assignment, and reducing such processing delay could improve the latency compared to LTE Rel-8 [3]. Following the same approach as in section B.2.1 in [3], the LTE U-plane one-way latency for a scheduled UE consists of the fixed node processing delays and 1TTI duration for transmission, as shown in Figure B.1 below. Let us denote total processing time for eNB from UL reception to DL transmission (in ms) by ∆eNB and total processing time for UE from DL reception to UL transmission (in ms) by ∆UE. The fraction of these processing times needed for processing the reception and preparing the transmission are denoted by w, x, y and z where w + x =1 and y + z = 1. 
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Figure B.1. eNB and UE processing delays and HARQ RTT

The one way latency can be calculated as

D = y.∆eNB + 1 TTI + w.∆UE + n* (∆eNB + ∆UE + 2TTI), where n is the number of HARQ retransmissions.

Considering a typical case where there would be 0 or 1 retransmission, assuming error probability of the first transmission to be p, and w = x = y = z = 1/2, the delay is given by [3]
D = (1/2 + p) * (∆eNB + ∆UE + 2TTI).

So, for 0% BLER,     D = 0.5 * (∆eNB + ∆UE + 2TTI),    and for 10% BLER,  D = 0.6 * (∆eNB + ∆UE + 2TTI).

B.2 UE initiated UL transmission 

Assume UE is in connected/synchronized mode and wants to do UL transmission, e.g., to send TCP ACK. Following table shows the steps and their corresponding contribution to the UL transmission latency. 

Table B.1. UL transmission latency calculation

	Step
	Description
	Delay

	1.
	Average delay to next SR opportunity
	SR periodicity/2

	2.
	UE sends SR
	1 TTI

	3.
	eNB decodes SR and generates scheduling grant
	∆eNB

	4.
	Transmission of scheduling grant (assumed always error free)
	1 TTI

	5.
	UE processing delay (decoding Scheduling grant + L1 encoding of data)
	∆UE

	6.
	UE sends UL transmission
	1TTI + p * (∆eNB + ∆UE + 2TTI) where p is initial BLER.

	7.
	eNB receives and decodes the UL data
	z.∆eNB


In the table above, steps 1-4 and half delay of step 5 is assumed to be due to SR, and rest is assumed for UL data transmission in values shown in Table 3.
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