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Introduction
In RAN #66 meeting, the WI ProSe Enhancement was agreed with the following objective:
1) Define enhancements to D2D communication to enable the following features:
a) Support the extension of network coverage using L3-based UE-to-network Relays, including service continuity (if needed), based on Release 12 D2D communication, considering applicability to voice, video. [RAN2, RAN1, RAN3]. (RAN3 involvement pending on progress in the other groups)
In ProSe UE-NW relay, radio bearer and QoS control aspects has been discussed by company contributions while no clear agreements achieved. This contribution presents some consideration with respect to QoS control mechanism.

Discussions on QoS Control
Design for ProSe Bearers on PC5 interface
[bookmark: OLE_LINK10][bookmark: OLE_LINK11]For the purpose of introducing QoS control into current sidelink system, we suggest that UEs should differentiate services on PC5 interface according to service priorities or QoS requirements using a series of sidelink radio bearers (SLRBs).
Instead of using current SLRBs without QoS differentiation for all traffics from/to a given ProSe node on PC5 interface, UE may establish multiple SLRBs for each new discovered or communicated ProSe UE, while each SLRB corresponds to one service priority (figure 1). Relevant SLRB parameters can be pre-configured or configured by in-coverage relay UEs. ProSe UEs perform QoS control through SLRB scheduling.
Service priority could be indicated by LCID in ProSe communications. For a given Rx UE, data packets received on PC5 interface are mapped to local Rx SLRBs based on corresponding logical channel, which uniquely identified by the combination of source L2 ID, destination L2 ID and LCID. Similarly, a given Tx UE maps data packets from higher layers to local Tx SLRBs according to logical channel (shown in figure 2). 
Proposal 1: On PC5 interface, ProSe UEs establish multiple QoS differentiated SLRBs.


Figure 1 Radio bearers on PC5 interface and Uu interface


Figure 2 SLRBs of a ProSe Communication pair
Design for mapping mechanism of radio bearers on Uu interface
In UE-NW relay cases there are multiple options for mapping mechanism between SLRBs belonging to relay and remote UEs on PC5 interface and dedicated radio bearers (DRBs) of relay UE on Uu interface. Existing discussions [1] [2] mainly focus on whether SLRBs of different remote UEs should be mapped to the same DRB, and whether different services from same source node should be mapped to the same DRB.
With above suggestion that introducing QoS differentiated SLRBs on PC5 interface, we consider two additional options (figure 3):


 Figure 3 Radio bearer mapping, (a) option 1


 (b) option 2
· Option 1: SLRBs from different remote UEs with same priority are mapped to one DRB. This option can be further extended to multiplex remote UE SLRBs and relay UE SLRBs corresponding to same service priority. With option 1 the maximum supported number of DRBs by eNodeB will not restrict the number of remote UE served by a relay UE.
· Option 2: Each SLRB from a remote UE is mapped to one DRB. This option needs relay UE and eNodeB to establish extra DRBs but makes the transmitted services more intuitive.
With above options eNodeB can perform QoS control based on DRB priorities.
[bookmark: OLE_LINK14][bookmark: OLE_LINK15]Proposal 2: Relay UE map SLRBs of multiple remote UEs to DRBs based on corresponding service priority.

QoS Control in ProSe communication 
Since QoS or service priority can be indicated by SLRBs, UE may perform QoS control with above options:
· Option 1: From perspective of ProSe UE having services to be transmitted, services in high priority SLRBs should be treated earlier than services in normal priority SLRBs. 
· Option 2: If Tx UE is responsible for selecting SA and data resource from corresponding pool (Mode 2 Communication), services in high priority SLRBs tend to select SA resource among earlier subframes of SA pool, while services in normal priority SLRBs tend to use latter SA subframes (figure 4). Consequently, other Tx UEs receive SA of high priority service earlier, and if outgoing local transmission with normal priority conflicts with transmission resource indicated in preceding SA, UE will reselect data resource or back-off.


[bookmark: OLE_LINK33][bookmark: OLE_LINK34]Figure 4 SA resource selection based on service priority
· Option 3: Additional dedicated SA pool can be considered. Services in high priority SLRBs can transmit SA in dedicated and/or legacy SA pool while services in normal priority SLRBs only use legacy SA pool (figure 5).


Figure 5 Additional dedicated SA pool
· Option 4: Other enhancements such as more SA transmission in a SA period, higher SA retransmission number, higher Tx power and lower MCS for SA corresponding to services in high priority SLRBs could be considered.
Option 1 and option 2 can be simply performed through UE implementation without adjustment of current specifications. With fixed selection range, option 2 can be seen as option 3 with two successive SA pools and transmitting SA only in dedicated SA pool. We suggest option 2 as potential enhancement in ProSe communication since it separates high priority services from SA confliction with normal services and in system level prioritizes data resource allocation of important service.
[bookmark: OLE_LINK16][bookmark: OLE_LINK17]Proposal 3: Option 2 can be introduced to enhance reliability of high priority services.

Conclusion
Proposal 1: On PC5 interface, ProSe UEs establish multiple QoS differentiated SLRBs.
Proposal 2: Relay UE map SLRBs of multiple remote UEs to DRBs based on corresponding service priority.
Proposal 3: Option 2 can be introduced to enhance reliability of high priority services.
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