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1
Introduction
As a result of intensive discussions and analysis during RAN2#90 meeting in Fukuoka the list of seven requirements agreed in the preceding meeting (i.e. RAN2#89bis held in Bratislava) has been narrowed down to just two positions. These represent the requirements which allegedly cannot be addressed with the existing mechanisms. This paper is aimed at describing solutions which should be incorporated in order to fulfill all of the requirements.    
2
Discussion
As pointed out in the Introduction – the outcome of Multicarrier Load Distribution Work Item (details available in [1]) shall encompass mechanisms to make the following two scenarios feasible (as agreed in [2]): 


“It should be possible under network control to re-distribute among the different carriers a fraction of users currently camped on these carriers.”

and:

“It should be possible to control the load distribution among individual cells rather than only on a carrier level (for example the scenario that the macro cell in a co-channel Het-Net deployment and/or certain small cells on another carrier may be overloaded).”
In order to fulfill the first requirement it has been widely discussed to introduce a solution which incorporates a form of randomization. Such approach is far from optimal but can be beneficial in certain cases. The expected gain is a more diverse priority distribution among the users gathered in certain area which allegedly should lead to a more balanced load distribution. On the other hand, the usage of randomization techniques can result in unpredictable outcome. UE currently at the highest priority layer (i.e. presumably having the most beneficial conditions) might be randomly instructed to camp on a sub-optimal low priority frequency. Furthermore, after the shift, if the UE notices cells in the vicinity with better radio conditions, it could trigger Inter Frequency (IF) measurements. These unwanted IF measurements could negatively impact the UE battery. The aforementioned excerpt from the list of randomization’s drawbacks suffices to claim a more foreseeable solution shall be promoted – a mechanism which introduces at least a dose of control and steering possibilities.
Second requirement implies the introduction of Cell Specific Priorities (CSP) which shall facilitate the differentiation between various types of cells collocated within the same carrier. The assumption is that CSP solution will be particularly useful in case of macro cell offloading (towards the small cells). However, the expected benefits might be confined, for example due to relatively tiny coverage of such small cells (i.e. higher priority may not yield high offloading effect due to not too many UEs located within small cell area). 
The environment used for evaluation of these two solutions is described below. 
Table 1: Analyzed frequency layers
	Layer 
	L1
	L2
	L3

	Type
	Macro cell
	Macro cell
	Small cell

	Band
	800 MHz
	2600 MHz
	2600 MHz

	Bandwidth
	10 MHz
	20 MHz
	20 MHz


Figure 1 depicts the analyzed deployment scenario. Three layers spread within two frequency bands have been considered (details concerning those layers are listed in Table 1). 
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Figure 1: Analyzed network layout
Small cells are located where a large gathering of users is expected (i.e. hotspots). As can be noticed – there are 4 small cells and in total 100 users per macro area. Both freely moving users and constrained to a hotspot (stationary) are taken into account.
2.1
Cell Specific Priorities (CSP)
Cell Specific Priorities can be introduced in order to increase the level of granularity in terms of priority assignment. Compared to any type of randomization, CSP (although addresses a different issue) is a desired solution due to its predictability and the network control which streamline efficient priority distribution within the covered area.

Dedicated Priorities (DP) are sent as part of RRC Connection Release message and make it feasible to assign different camping priorities to various users – taking into account load per carrier and physical location. Thus, DPs can be also used to inform the UE about the CSP which should be applied. Thanks to this – a subset of users privileged to stick to CSPs can be chosen. Priorities broadcasted to UEs may not be applied in a similarly effective manner due to the different radio conditions the UEs are in and as measurements conducted for another carrier may not be available. Thus, broadcasted priorities may be applicable mainly after selecting the frequency layer as a first step.

Proposal 1: Cell Specific Priorities can be delivered to the intended UEs by means of Dedicated Priorities.

Priorities have been distributed for the users deployed in the environment as depicted in Figure 1. Various combinations of priorities have been evaluated. Table 2 describes priority schemes which have been considered. These explanations are applicable to all figures within this paper. Not each and every scheme is listed in Table 2 but pertinent conclusions can be drawn based on the provided information.

Table 2: The explanation of various priority schemes.

	Priority 
	Explanation

	AP11
	All Layers share the same priority.

	AP12
	Layer 1 has Priority 1 whereas Layer 2 and 3 have Priority 2.

	AP112
	Layer 1 and Layer 2 have Priority 1, Layer 3 has Priority 2 (CSP).

	AP123
	Layer 1 has Priority 1, Layer 2 has Priority 2, Layer 3 has Priority 3 (CSP).

	AP12P70
	The abovedescribed scheme AP12 is applied for 70% of UEs. The remainder (i.e. 30%) has AP21 scheme.

	AP12_Ran70
	The same as “AP12P70”.

	AP12_Smart
	The highest priority is assigned to the layer having the lowest load.


Figure 2 illustrates the Throughput achieved in the aforementioned scenarios. Macro800, Macro2600 and SC2600 stand for Layer 1, Layer 2 and Layer 3, respectively.
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Figure 2: Average throughput per layer
The traffic carried by Layer 3 is few times larger when it is assigned a higher priority. It should be noted that AP112 achieves the highest overall performance. In case of such setting users leaving the small cell area would still remain at 2600 MHz (Layer 2) as it shares priority with Macro@800MHz (Layer 1). It could be considered to initially set equal priorities to all layers and then modify them accordingly, in compliance with the changing load situation.

Observation 1: Cells of the same type may be assigned equal priorities to start with and these are updated 




(if needed) during the course of network operation.
2.2
Randomization

First of all, due to its unpredictability and in order to avoid excessive signaling such mechanism cannot be triggered too often. However, on the other hand, executing randomization with a high rate may potentially counteract rapidly varying load conditions and immediately balance the situation. Therefore, a smart solution (i.e. sufficient in many cases) would be to perform randomization when CONNECTED to IDLE transition is executed. In such circumstances, once again it can be handled via abovementioned Dedicated Priorities.
Proposal 2: “Randomization” should be executed by means of Dedicated Priorities (i.e. when CONNECTED to 


IDLE transition is done).
A randomized set of priorities or an instruction to execute such operation on UE side can be delivered to the user device by means of DPs. The latter solution is however not a desired one due to the lack of network knowledge concerning the outcome of such operation and the necessity to send such notification from the UE towards the network. It should be also noted that subsequent decisions (i.e. post-randomization, while the UE is in IDLE mode) should be consistent with the outcome of the randomization executed during state transition. Should there be a need to overwrite assigned DPs, it can be implemented via Absolute Priorities (AP) which – in case of Inter-Frequency Priorities - are broadcasted in SIB5 message. Thus, no further randomizations are recommended when the UE remains in IDLE mode. The possible negative impact of the outdated traffic steering information (due to relatively long stay in IDLE mode) can be alleviated by Forced Handovers upon Connection Setup (FHO@CS). 
Assuming the deployment scenario depicted in Figure 1 the network should be able to control the ratio of UEs prioritizing certain carrier. For example – roughly 10% of the users can be assigned higher priority for carrier 1 (L1) whereas the remainder (i.e. ~90%) can be instructed to prefer carrier 2 (L2 or L3). The exact percentage of the users can be dynamically steered by the network in compliance with the instantaneous load situation, QoS requirements, etc. It is equivalent to providing certain probability value to the user and making the UE “flip the coin”. However, the straightforward difference is that in the latter case the outcome is known only to the UE (as already pointed out above) which is the situation to be avoided.
Proposal 3: Network controlled scheme is desirable (not UE controlled) as network is the only “entity” 




capable of possessing comprehensive information concerning Load Balancing (LB).  
In contemporary complex heterogeneous networks it would be virtually impossible to introduce a mechanism that is capable of tracing all possible changes between the layers - for instance due to a large computational burden. Generic calculations depict the following: assuming we have N layers and transition between any chosen pair of layers is feasible it results in N∙(N-1) possible reselections that shall be evaluated by the network. Such massive amount certainly implies a simplified solution should be found – especially taking into account that high performance of Idle mode Load Balancing algorithm is questionable (i.e. high ratio of “pain versus gain” factor is anticipated). Moreover, it should be reiterated that advanced traffic steering mechanisms are already implemented for Connected Mode. 

It is worth noting that the aforedescribed Idle mode Load Balancing is done in terms of the absolute number of UEs and not with respect to the actual load these users generate (e.g. measuring the instantaneous Composite Available Capacity in the regarded cells). The assumption that UEs generate equal traffic is a simplification and therefore such solution should be called “UE balancing” rather than “Load balancing”. However, usually it can still suffice to model the UE distribution within a heterogeneous network.
Observation 2: Traffic Steering in Idle Mode should be called “UE balancing” rather than “Load balancing”.
Another aspect which deserves a bit of attention is uniform treatment of UEs. “Gold subscription” users and those having high MSE (Mobility State Estimation) factor, for instance, should be excluded from the group of users to be randomized. The former group is usually directed to a dedicated layer in order to assure the highest Quality of Service (QoS). The latter subset of users, due to a relatively large velocity, is not likely to take a “long-term” advantage of the assigned priorities. Such UEs can be prioritized in homogeneous macro only deployments as moving them to small cells will not be beneficial and may yield excessive amount of reselections, resulting in unnecessary signaling between the UE and the network.
Proposal 4: It should be possible to exclude some users from the subset of UEs for randomization (e.g. UEs with 


high MSE factor or UEs with “gold subscription”).
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Figure 3: Average 5th percentile user throughput per layer
Figure 3 depicts the throughput for the worst 5% of users. Randomization can be used to equalize the throughput among the layers – both the mean and 5th percentile throughput. It can be noticed that most even results are obtained for AP12P70 scheme. However, in general it is not straightforward to provide a precise value of the randomization threshold (i.e. the percentage of users having certain set of priorities). The most intuitive solution is to define it in compliance with the available capacity or bandwidth size. Obviously it will be an approximation as many other factors may influence the estimated threshold (such as traffic distribution, coverage, etc.). Therefore, a kind of outer loop steering mechanism is required in order to continuously update the aforementioned level, based on measured traffic, cell load, etc. 
Proposal 5: Bandwidth / capacity of certain layers should be regarded as a key factor in determining the initial 


split of priorities (randomization threshold). Outer loop mechanism should update this value in a 


continuous manner.
Dedicated Priorities can be valid as long as the UE remains in IDLE state or until timer T320 has not expired. According to the [3], maximum value of T320 can be as large as 180 minutes so it is rather straightforward to conclude the priorities assigned in the past may already not reflect the actual load in the network. Nevertheless, not all phenomena can be anticipated well beforehand. Therefore, assuming that the population of users is sufficiently large and these users are “active” (i.e. continuously setting and releasing calls), the problem of obsolete Dedicated Priorities in case of a subset of users can be easily fixed by executing redirection at Connection Setup (CS). Thus, the introduction of special means aimed at reaching such goal is not necessary.
Observation 3: It is not necessary to introduce a specific remedy for outdated Dedicated Priorities as the 





situation should be naturally tackled by the network based on the existing solutions.
2.3
Alternative to pure Dedicated Priorities

There may be, however, cases when DPs are not sufficient. Network might want to access a subset of devices which are already in Idle mode and therefore not reachable by means of DPs. Even though it is not a massive and widespread issue to be tackled, possible alternatives to the solution based purely on Dedicated Priorities could be considered. As stated in [3], Paging procedure is triggered for example to inform Idle UEs about the system information change or to notify of the incoming call. Thus, it seems to be a straightforward candidate to incorporate additional information elements to instruct UEs being already in Idle mode. 
Proposal 6: Should the Dedicated Priorities be insufficient to address all Idle mode Load Balancing needs, 



enhanced Paging procedure can be introduced for one-shot load balancing. 

2.4
Impact on UE battery
It should be clearly underlined that the potential gains associated with enhanced load balancing most likely will come at the expense of increased UE battery drainage. Thus, it shall be evaluated whether certain solution is indeed beneficial once all such aspects are taken into account. Figure 4 depicts how much time in relation to the entire period in Idle is devoted to inter-frequency measurements. It comes as no surprise that the lowest results are achieved in the scenario where both carriers (i.e. all three layers) are assigned equal priorities – AP11. A sharp increase in case of AP112 compared to AP12 stems from the fact there are more users left at L1 due to equal priorities between L1 and L2. Thus, the amount of users camped at 800 MHz and performing inter-frequency measurements at 2600 MHz has risen.
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Figure 4: Proportion of time UEs spend on inter-frequency measurements
Mechanisms denoted by “Smart” suffix have substantially increased proportion of time spent on inter-frequency measurement compared to all other solutions. It is due to the fact the layer having the lowest load (i.e. the largest Composite Available Capacity, CAC) is prioritized. Thus, more Traffic Steering operations to even out the load inevitably require a large amount of inter-frequency measurements to properly evaluate potential target cells.
Observation 4: A decision to introduce a randomized (marked as “Ran”) or “Smart” solution should be taken 



only if the gains in terms of throughput/capacity compensate for the substantially increased 




number of IF measurements. 

3
Conclusions 
As stated in [4], Idle mode mechanisms - under no circumstances - can outperform the Traffic Steering solutions in Connected mode. However, if implemented in a smart and efficient way, such mechanisms can contribute to the overall gain associated with Load Balancing. Thus, we share the following observations and proposals with respect to the Idle mode LB. 
Observation 1: Cells of the same type may be assigned equal priorities to start with and these are updated 





(if needed) during the course of network operation.
Observation 2: Traffic Steering in Idle Mode should be called “UE balancing” rather than “Load balancing”.
Observation 3: It is not necessary to introduce a specific remedy for outdated Dedicated Priorities as the 





   situation should be naturally tackled by the network based on the existing solutions.
Observation 4: A decision to introduce a randomized (marked as “Ran”) or “Smart” solution should be taken 



     only if the gains in terms of throughput/capacity compensate for the substantially increased 




     number of IF measurements.
Proposal 1: Cell Specific Priorities can be delivered to the intended UEs by means of Dedicated Priorities.
Proposal 2: “Randomization” should be executed by means of Dedicated Priorities (i.e. when CONNECTED to 


    IDLE transition is done).
Proposal 3: Network controlled scheme is desirable (not UE controlled) as network is the only “entity” 





   capable of possessing comprehensive information concerning Load Balancing (LB).
Proposal 4: It should be possible to exclude some users from the subset of UEs for randomization (e.g. UEs with 


   high MSE factor or UEs with “gold subscription”).
Proposal 5: Bandwidth / capacity of certain layers should be regarded as a key factor in determining the initial 


     split of priorities (randomization threshold). Outer loop mechanism should update this value in a 


     continuous manner.
Proposal 6: Should the Dedicated Priorities be insufficient to address all Idle mode Load Balancing needs, 




   enhanced Paging procedure can be introduced for one-shot load balancing.
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