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1 Introduction

In RAN2 #89bis, group priority for ProSe communication was discussed.  The discussion was centred around whether priority should be assigned by the application layer to each packet to be transmitted by the access stratum, or whether the access stratum should first prioritize transmissions based on destination group first.  In this contribution, we provide our view on this discussion, as well as additional details on how to implement the proposed priority scheme.
2 Discussion
2.1 Packet-Level vs Group-Level Prioritization
In RAN2 #89bis, two options were discussed as to how group priority can be realized for ProSe communication.  These options were also briefly outlined in [1].

The first option would be to prioritize transmissions based on the destination group first, and then further prioritize the transmissions within each group based on the logical channel priority  For mode 1 transmissions, a mapping would exist between each of the destination groups and the logical channel group index, as well as between the logical channels and the LCG.  The eNB would be provided with buffer status reports per group index and per LCG, and would then be able to prioritize ProSe transmissions between different UEs based on the BSR..  
The second option would be to prioritize transmissions on a per packet basis, by having the application layer provide a priority level associated with each packet or each service (mapped to one of N absolute priority levels), and then having the access stratum decide/map each priority level to a specific logical channel group.  In this option, the same prioritization based on logical channels is performed, but without any prioritization based on the ProSe group at the access stratum level.  The assumption here is that all prioritization related to ProSe groups is done at the application layer, when the packet is mapped to one of the N priority levels, and the access stratum deals only with handling of priority levels.
We see the following issues with implementing priority using the first option:

Issue 1: A static mapping of ProSe groups to group indices used by the eNB or UE to prioritize transmissions would not be able to support situational priority requirements in SA2:

If a specific UE which is a member of a lower priority group is suddenly in a situation of imminent peril, where the priority of its transmissions should be upgraded, this UE would no longer be able to utilize the same ProSe group ID for transmission.  Each UE would therefore need to be configured with an “emergency” layer 2 group ID and a “normal” layer 2 group ID, as described in [2].  While this effectively can be handled by the application layer, we notice that handling of the priority on a per packet basis as in the second option can effectively achieve the same result, without the need to configure multiple L2 ProSe group IDs in each UE.
Issue 2: Prioritization first by groups does not allow traffic prioritization that should be common across groups.

For example, if group 1 has a higher priority than group 2, and both group 1 and group 2 have voice and SMS communications that need to be served. If both groups are performing voice services then group 1 services should have higher priority than group 2, however, if group 1 at a given time has only SMS while group 2 has voice, according to option 1, the SMS communications in group 1 would be prioritized over voice communications in group 2.  Whether such a behavior is intended will depend on the application, but the option to give a certain service within group 2 priority over a service of lower priority in group 1 would not be allowed or possible using Option 1.  Option 2 would allow the ProSe function to decide a global priority per service taking into account the group priority, service priority, and other requirements. 
Observation 1 A prioritization scheme where a priority level is assigned to each packet (or to each service mapped to a logical channel) at the application layer provides a greater flexibility in how to prioritize traffic between different applications and different ProSe groups, as the prioritization decision does not need to be statically tied to the ProSe group itself.

Observation 2 A prioritization scheme where a priority level is assigned to each packet at the application layer allows prioritization to be done more accurately by taking into account both group and traffic/service to be taken into account simultaneously.   
Proposal 1 Upper layers to associate a priority level to each packet (or each service), where this priority level has already accounted for the ProSe group and priorities between the groups.

Proposal 2 The number of priority levels that can be indicated by upper layers to be confirmed by SA2. 
2.2 RAN-Level Aspects of Packet-Level Prioritization
Given prioritization will utilize the concept of logical channels and LCG groups, it would be beneficial to re-use as much of the concepts of UL traffic prioritization for LTE E-UTRA traffic.
Basic Review of LTE UL Channel Prioritization

For LTE, IP packets are assigned to radio bearers using filters contained in the TFT.  For the case of UL traffic, the NAS configures the UE with the UL TFT to allow the UE to properly map the IP packets to the correct radio bearers (which are mapped 1-to-1 to the EPS bearers, as well as 1-to-1 to logical channels).  

To control the transmission of packets between the logical channels, the eNB configures parameters for logical channel prioritization (i.e. PBR, BSD) so that the UE can serve each of the logical channels based on LCP.  In addition, the eNB maps logical channels into one of (4) logical channel groups which are used by the UE to report buffer status to the eNB.  The eNB provides UL grants on a per-UE basis, by taking into account the buffer status report attached to each LCG.  The UE then uses the grant and prioritizes the LCGs (from highest priority to lowest priority) as well as the logical channels within the LCG.
Basic Differences compared to ProSe 
In the case of ProSe communications, there are some significant differences in overall architecture which require some modifications of the above mechanism:

1) ProSe communication can occur for the out-of-coverage case, in which case neither the network, nor the eNB can configure the UL TFT, LCP parameters and LCG mapping.

2) In ProSe, there is no notion of EPS bearer, and therefore, the eNB cannot currently use any information to map the LCP parameters in mode 1.

3) For out-of-coverage as well as Mode 2 in-coverage, the UE does not send BSR to the eNB.

4)  The logical channels in the UE are currently created dynamically/autonomously by the UE without eNB control.  A logical channel is created for each source/destination pair.  

Observation 3 Some mechanism is required in the UE for mapping IP packets to logical channels using a prioritization scheme which does not depend on the network.
Observation 4 The prioritization scheme used by the UE would also need to be provided to the eNB for Mode 1 prioritization.

Observation 5 Due to the absence of eNB control in Mode 2, prioritization in Mode 2 requires some mechanism in the UE to ensure that resources for 

Implementing in ProSe 
Based on the above observation, and the previous conclusion that the per-packet prioritization should come from upper layers, we can assume the following modifications to achieve prioritization for ProSe.
The upper layers can define N logical channel priorities (needs to be confirmed by SA2).  The UE in addition to ensuring that a new logical channel is created per source/destination pair, also has to ensure that different logical channels are created per source/destination pair and priority of the packet. 

Proposal 3 A logical channel in created per source/destination pair and priority of the packet.

Once a logical channel with a given priority is created then a mapping between the given logical channel and a LCG may be done in the UE.   The upper layers may define the mapping of the logical channel priority to one of 4 logical channel groups or the logical channel priority to LCG may also be pre-defined in the specs.   Therefore, based on the priority of the logical channel a mapping of that logical channel to a LCG may be determined.  

Therefore, similar to current procedures each logical channel created will have an assigned logical channel priority and an associated logical channel group.     

Proposal 4 The upper layers determine the mapping of the logical channel to each LCG based on priority associated to the logical channel. 
2.3 Prioritization for Mode 1
To properly prioritize amongst UEs, the eNB needs to be aware of the priority of the services mapped to each LCG.  The mapping between priorities and LCG can be done by either the eNB determining how the mapping should be done and signalling this to the UE, or the ProSe function determines this mapping.  Since the eNB is in charge of scheduling similar to legacy LTE procedures, it is best if the eNB decides how logical channel priorities are mapped to LCGs or such mappings are predefined.  If the ProSe function is in charge of determining such mapping, then the eNB needs to be notified of  the mapping between LCG and priority via either the UE (through RRC signalling), or the ProSe application server in the network.  Because such mapping will typically not change, having this information sent via the core network (using, for example, the MME) and thus avoiding impacts to the RRC would be preferable from a RAN2 point of view.

Proposal 5 The eNB is made aware of the mapping between LCG and priority.  RAN2 should confirm with SA2 that this mapping is best made available via a node in the network rather than via the UE itself.

The UE, when transmitting using Mode 1, will send a sidelink BSR to the eNB with buffer status associated with each of the LCGs (aggregation of the buffer status for all logical channels in an LCG for a given destination group).  The existing (2-bit) LCG in the sidelink BSR will be used to differentiate one of the 4 LCGs to the eNB for the BSR.  The group index which is currently in the sidelink BSR is not needed in the above scheme, but the behaviour in Rel 12 can be maintained: the value of the group index is set to the index of the destination identity reported in ProseDestinationInfoList.
Proposal 6 The UE uses the LCG ID in the Sidelink BSR to indicate the buffer status associated with one of the 4 LCGs.  The reporting of the group index remains as in Rel12.

In release 12, transmission between logical channels is left to UE implementation.  This needs to be modified in the specifications in order to serve channels in terms of priority instead.  The UE, upon receiving a sidelink grant from the eNB, would serve logical channels in order of priority, similar to legacy procedures. 
Proposal 7 The UE, upon reception of a sidelink grant, would serve logical channels by LCG first, and then by logical channel within an LCG.

2.4 Prioritization for Mode 2
In order to support group priority when operating in D2D Communications Mode 2, availability of radio resources for transmission by the UE as a function the ProSe application derived priority level associated with a given IP packet or packet stream must be guaranteed.
We assume that the design principle for D2D Communications that a UE uses the resources that are dedicated to the priority level as signalled by the eNB while in-network coverage whereas an out-of-coverage UE uses pre-configured pools of radio resources for each priority level(s). These may possibly be stored in the ProSe application as a function of the geographical area the UE is authorized to operate in.  Existing R12 pool definitions can be adopted to support subchannel partitioning in TDM/FDM.
Proposal 8 Group priority handling for Mode 2 communication is supported through a resource pool allocation mechanism to map application/user/group priorities to resource pools.

TDM/FDM resource partitioning of the SA and the D2D data radio resources will have as a consequence that radio resources for ProSe are orthogonal and segregated.  We think this is not an issue as long as the ProSe is used exclusively for speech groups at incident scenes, i.e. as long as voice channels are used and as long as the high priority resource pools never run into a congestion scenario.  
We think that the semi-static orthogonal resource partitioning approach to support voice-centric group priorities will not prove scalable once LTE based ProSe communications start being used for more than voice. Generally speaking, it would be desirable, if low priority PC5 traffic such as picture / video should be able to use most or all available radio resources on the ProSe carrier when ProSe radio resources are little or almost unused, such as when no or few speech channels are present, and it should immediately yield to higher priority traffic such a voice group channels appear. In addition, for the cases where a large number of users require high priority transmission, the same would apply in order to avoid congestion during emergency situations.  This implies some degree of dynamic resource allocation to be handled by the ProSe UE in Mode 2.
Observation 6 The mechanism of statically defined pools, each associated with a priority level, has shortcomings in terms of resource efficiency and congestion of the high priority pools.

Proposal 9 Multiple allowed priority levels for Mode 2 communication can be mapped to a given resource pool or subchannel.

In consequence, we consider that a dynamic pool sharing mechanism or persistence based access control to resource pools or subchannels with R13 eD2D group priority support may be needed. Similarly, we consider the introduction of some form of priority indication and preemption message on the PSCCH or as MAC CE as helpful to guarantee forwards compatibility of the R13 eD2D group priority solution. We refer to our RAN1 companion paper [3] for more details.
Proposal 10 A dynamic pool sharing mechanism is supported for priorities in R13 eD2D.

3 Conclusion

Based on the discussion in section 2 we propose the following:
Observation 7 A prioritization scheme where a priority level is assigned to each packet (or to each service mapped to a logical channel) at the application layer provides a greater flexibility in how to prioritize traffic between different applications and different ProSe groups, as the prioritization decision does not need to be statically tied to the ProSe group itself.

Observation 8 A prioritization scheme where a priority level is assigned to each packet at the application layer allows prioritization to be done more accurately by taking into account both group and traffic/service to be taken into account simultaneously.   

Proposal 11 Upper layers to associate a priority level to each packet (or each service), where this priority level has already accounted for the ProSe group and priorities between the groups.

Proposal 12 The number of priority levels that can be indicated by upper layers to be confirmed by SA2. 

Observation 9 Some mechanism is required in the UE for mapping IP packets to logical channels using a prioritization scheme which does not depend on the network.

Observation 10 The prioritization scheme used by the UE would also need to be provided to the eNB for Mode 1 prioritization.

Observation 11 Due to the absence of eNB control in Mode 2, prioritization in Mode 2 requires some mechanism in the UE to ensure that resources for 

Proposal 13 A logical channel in created per source/destination pair and priority of the packet.

Proposal 14 The upper layers determine the mapping of the logical channel to each LCG based on priority associated to the logical channel. 
Proposal 15 The eNB is made aware of the mapping between LCG and priority.  RAN2 should confirm with SA2 that this mapping is best made available via a node in the network rather than via the UE itself.

Proposal 16 The UE uses the LCG ID in the Sidelink BSR to indicate the buffer status associated with one of the 4 LCGs.  The reporting of the group index remains as in Rel12.

Proposal 17 The UE, upon reception of a sidelink grant, would serve logical channels by LCG first, and then by logical channel within an LCG.

Proposal 18 Group priority handling for Mode 2 communication is supported through a resource pool allocation mechanism to map application/user/group priorities to resource pools.

Observation 12 The mechanism of statically defined pools, each associated with a priority level, has shortcomings in terms of resource efficiency and congestion of the high priority pools.

Proposal 19 Multiple allowed priority levels for Mode 2 communication can be mapped to a given resource pool or subchannel.

Proposal 20 A dynamic pool sharing mechanism is supported for priorities in R13 eD2D.
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