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1   Introduction
One of the major objectives of the new WI “Enhanced LTE Device to Device Proximity Services” [1] is to support the extension of network coverage using L3-based UE-to-Network Relays, including service continuity, based on Release 12 D2D communication, considering applicability to voice/video. 
In this paper, the SA2 progress on ProSe UE-to-Network relay and the service continuity issue are summarized. Based on that, we analyze how the service continuity issue could be solved, showing the RAN2 related impacts.
2   Discussion 
Requirements
The requirement for service continuity for the ProSe UE-to-Network is defined in TS 22.278 as following:
Based on operator policy and user choice, the system shall be able to move a user traffic session of a Public Safety ProSe-enabled UE that is losing connection to the network to a direct ProSe Communication path via a Public Safety ProSe-enabled UE acting as a ProSe UE-to-network relay, which is in direct Communication Range and has connectivity to the network. A mechanism to support service continuity shall be provided and may apply when the traffic is moved. This requirement is not applicable to ProSe Group Communication and ProSe Broadcast Communication.
During last RAN2 meeting, the service continuity issue was discussed and it was agreed that we will discuss the potential minimization of service interruption for the cases where the UE is moving from in-coverage to out-of-coverage and from out-of-coverage to in-coverage [2]. 
SA2 progress
The service continuity issue has been discussed in SA2, where most of the companies are currently in favour of an application-layer solution for the case when the UE is transitioning between direct communication with E-UTRAN and communication via a UE-to-Network Relay, as captured in TR 23.779 [4]. 
According to TR 23.779, Figure 1 is the call flow of a UE switching from the EPC path to relay path for the MCPTT service. As illustrated in the figure, UE-1 (i.e. remote UE) is engaged in MCPTT service via the IMS through WAN communication with E-UTRAN in step 0. And then, the remote UE realises that it is losing connection to the network or has completely lost it. In step 2, the remote UE performs ProSe UE-Network Relay discovery over PC5 and establishes a secure layer-2 link with the Relay UE. The Remote UE could obtain a new IP address from the relay UE during the connection setup. And then, in step 3, the remote UE registers with the MCPTT server via the relay UE using the SIP REGISTER message including its new IP address. In step 4, in order to transfer the traffic from the EPC path to relay path, the remote UE initiates SIP INVITE message which includes the new transport address allocated by the relay UE (IP address and port number). 

It should be noted that the SA2 application-layer solution is based on the make-before-break principle. When the remote UE is moving out of coverage, it should be able to perform in parallel the PC5 procedures for Relay discovery and establishment of one-to-one PC5 communication connection, while still engaged in the MCPTT session through direct connection to the network via E-UTRAN. 
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Figure 1. MCPTT service continuity from NMO to NMO-R
Detailed solution based on SA2 progress
As analyzed above, the IP address of the remote UE is allocated by the relay UE when it accesses the network through the relay UE. On the other hand, the PGW would allocate the IP address for the remote UE once it accesses the network using direct connection via E-UTRAN. As a result, the IP address of the remote UE would change when it moves from out-of-coverage to in-coverage or from in-coverage to out-of-coverage, which might potentially lead to a service interruption. However, there are methods to resolve this issue, one is through IP preservation (i.e. with an EPC-based approach, previously suggested by some companies in SA2 and RAN2) while the other one is without IP preservation (i.e. with the application-layer mechanism defined so far by SA2). In this section, we analyze how the service continuity issue could be resolved based on the SA2 progress, i.e. assuming make-before-break and using an application-layer mechanism / SIP based solution (without IP preservation). 
Scenario 1) switch from EPC path to relay path
Figure 2 illustrates the call flow of a traffic switch from EPC path to relay path. The key steps are analyzed below.
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Figure 2. Switch from EPC path to relay path
Step 0. The remote UE is in coverage and has already established a PDN connection and engaged in a MCPTT session. The remote UE uses the IP address allocated by the PGW (i.e. IP@1) for transmission/reception.
Step 1. When the remote UE moves from in-coverage to out-of-coverage, the remote UE realizes that it is losing connection to E-UTRAN and triggers the relay discovery, which could be done autonomously by the remote UE or assisted/controlled by the eNB. 
Step 3. The remote UE reports the information of discovered relay UEs to the eNB, e.g. the L2 ProSe ID list of the discovered relay UEs and the measurement results of the quality of the PC5 link with these relays. 
Step 4. The eNB decides whether to switch the remote UE from EPC path to relay path and selects a relay UE for the remote UE based on the measurement reports from the remote UE. 
Step 5. After the eNB selects a relay UE for the remote UE, the eNB informs the remote UE of the relay UE and commands the remote UE to connect to the relay UE. 
Step 6-8. The remote UE performs the one-to-one PC5 communication connection establishment with the relay UE. During the establishment procedure, the relay UE allocates a new IP address (i.e. IP@2) for the remote UE.
Step 9-10. After the remote UE obtains the new IP address from the relay UE, it registers the new transport address (i.e. IP@2) with the MCPTT server via the relay UE using the SIP REGISTER message in order to update the address information of the user in the registration server. 
Step 11-12. The remote UE initiates the SIP re-INVITE procedure which includes the new transport address allocated by the relay UE (i.e. IP@2) in order to revise the routing path of the current SIP session. 
Note that the relay UE may allocate a local IP address for the remote UE which couldn’t be directly used in the internet, NAT and NAT traversal should be supported in the relay UE in this case. And the remote UE should include the relay UE’s IP address instead of the local IP address allocated for the remote UE by the relay UE in the REGISTER and Re-INVITE message.
Step 13. After the re-INVITE procedure, the remote UE stops using the IP address allocated by the PGW and starts using the new IP address allocated by the relay UE to transmit packets. Meanwhile, the downlink data targeting the remote UE is routed to the updated path and delivered to the relay UE and then relayed to the remote UE. 
Step 14. After the remote UE switches to the relay path, the remote UE sends a relay configuration completion message to the eNB.  Since only voice and video service are considered to be studied for the ProSe  UE-network relay, RLC UM mode should be applied for the communication between the remote UE and the eNB/relay UE, which does not guarantee lossless handover. In our view, the eNB could discard the remote UE’s DL packets which have not been delivered to the UE after the eNB is informed that the remote UE has switched to the relay path.
As discussed above, in order to ensure the make-before-break approach, the UE should perform the relay discovery procedure, the relay connection setup procedure, the SIP REGISTER/re-INVITE via PC5 and transmit/receive data through EPC path via Uu in parallel. Service continuity could then be ensured using a SIP based solution and a make-before-break approach. 
Scenario 2) switch from relay path to EPC path

For scenario 2), when the UE moves from out-of-coverage to in-coverage, the UE should switch from relay path to EPC path. Similarly as scenario 1), service continuity could also be ensured through a SIP based solution and a make-before-break approach. 
Observation 1: Service continuity can be ensured using a SIP-based solution and a make-before-break approach. 
Considerations from RAN2 perspective
In this section, we analyze the potential impacts on RAN2 to guarantee the service continuity. 
Considering the scenario of a remote UE moving from in-coverage to out-of-coverage, RAN2 is involved in steps 1~5 of Figure 2. From RAN2’s perspective, the following issues need to be considered: 
1) When to trigger the relay discovery procedure; 
2) What the eNB could do to assist the relay selection/reselection. 
In order to ensure service continuity, it is necessary that the UE triggers the relay discovery procedure earlier than the RLF detection. To achieve this, the eNB may configure the UE with a RSRP threshold for potential relay discovery. Meanwhile, the eNB may configure a relay report event for the UE. When the UE detects that the Uu link measurement result of its serving cell is lower than the pre-configured RSRP threshold and the measurement results of neighbouring cells are also not good enough for a potential handover, the UE may initiate the relay discovery procedure. If the UE initiates the Relay discovery procedure and discovers multiple Relay UEs, the UE may report the corresponding PC5 link measurement results according to the report configuration to eNB. Based on the measurement report, the eNB determines whether it is necessary to perform a handover to a neighbouring cell or selects a Relay UE for the remote UE. If the eNB decides to select a Relay UE, it sends the relay configuration to remote UE. 
Upon receiving the relay configuration, the UE performs the one-to-one PC5 connection establishment with the selected Relay UE. Once the one-to-one PC5 connection is successfully established, the UE may send the relay configuration complete message to eNB and switch its data transmission from EPC path to relay path immediately, as shown in Figure 2. Alternatively, the UE may choose not to switch to the relay path and continue its data transmission via the Uu interface. Only when the Uu link quality further degrades, the UE may switch to the relay path. In this case the relay path would be just prepared for the worst case. If the worst case does not happen, the UE would never switch its path.
Proposal 1: In order to ensure service continuity, the eNB could configure a RSRP threshold for the UE to trigger the relay discovery procedure earlier than the detection of RLF.
Proposal 2: For the in coverage remote UE, the eNB controls the relay UE selection based on the measurement reports of the remote UE. 
On the other hand, when the remote UE moves from out-of-coverage to in-coverage, the UE should complete cell detection, Attach, RRC connection establishment before switching its data path. In addition, the relay UE could provide some cell related assistance information to its connected remote UEs in order to speed up the cell detection, e.g. PCI list of the serving cell/neighbour cells of the relay UE.
Proposal 3: The relay UE could provide some cell related assistance information to its connected remote UEs in order to speed up the cell detection.
Further analysis and proposals for relay selection and reselection are also provided in [5].

3   Conclusion
In this paper, the SA progress on ProSe UE-to-Network relay and the service continuity issue were summarized. Based on that, we analyzed how the service continuity issue could be solved, showing the RAN2 related impacts. We derived the following observation and proposals:
Observation 1: Service continuity can be ensured using a SIP-based solution and a make-before-break approach. 
Proposal 1: In order to ensure service continuity, the eNB could configure a RSRP threshold for the UE to trigger the relay discovery procedure earlier than the detection of RLF.
Proposal 2: For the in coverage remote UE, the eNB controls the relay UE selection based on the measurement reports of the remote UE. 
Proposal 3: The relay UE could provide some cell related assistant information to its connected remote UE in order to speed up the cell detection.
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