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Introduction
In RAN2#89bis meeting, two approaches for the user plane interface between an eNB and WLAN Logical Node (WLN) for transfer of PDCP PDUs were discussed as follows.
1.  X2-U user plane interface utilizing GTP-U over UDP/IP [1],[2] 
2. IP tunneling interface between the eNB and UE [3]
The X2-U interface termination points are the eNB and WLAN, whereas the termination points for IP tunnelling are the eNB and UE. While there are many possible means of implementing IP tunnels, the use of IPSec (in tunnel mode) was discussed in some detail during the meeting.  
From the perspective of network connectivity between the eNB and WLAN, we can identify two possible deployment scenarios:
Bridged network: The eNB and WLN are part of the same logical IP subnet. The eNB and WLN can communicate directly using Layer 2 mechanisms using their MAC identities. This kind of deployment is suitable when the eNB and WLAN nodes are part of the same LAN or belong to LANs connected via bridges. Such deployments are most likely when the eNB and WLAN resources are owned by the same entity. 
Routed network: The eNB and WLAN belong to different IP networks. The eNB and WLAN rely on IP routing and forwarding for communication purposes. This kind of deployment is likely to happen when the eNB and WLAN resources are owned by different entities (e.g., cellular operator and WLAN service provider).
In order to provide flexibility to operators in how they offer the LTE-WLAN aggregation (LWA) feature to their customers, it is useful to develop LWA user plane architecture solutions for all potential deployment scenarios.
Proposal 1: RAN2 is requested to consider supporting both bridged and routed network deployments for LWA feature development.
In the rest of this article, we consider a few options for LWA user plane architecture and then provide a comparison of these options.
LWA user plane architecture options
In order to provide a comparative analysis of different user plan architecture options, we consider the following factors/requirements.
Transport efficiency: This refers to how efficiently PDCP PDUs are transported over the WLAN air interface.
UE implementation complexity: The LWA feature requires the UE to de-multiplex WLAN frames carrying LWA payload and route the payload of these frames to the appropriate PDCP entity. Given the high rate of WLAN data rates, it is important that the UE implementation be as simple as possible.
Support of multiple bearers: RAN2 has agreed to support multiple bearer transmission per UE. User plane interfaces should be flexible enough to enable this aspect.
Support for QoS: Both LTE and WLAN systems provide support for differentiated QoS. It is desirable to develop user plane mechanisms that can take advantage of QoS mechanisms in LTE and WLAN.
Impact on legacy WLAN deployments: For wide applicability of the LWA feature, it is desirable that there is no impact on WLAN AP/AC implementation. However such a restriction may limit performance of LWA, so the tradeoff between AP impact and performance needs to be explored.
Flow control and feedback: RAN2 has agreed for the need for flow control (3C) and feedback (2C) to support LWA. We note that in terms of transport efficiency, it may be desirable for the flow control and feedback management to occur over an interface between the UE and WLN. However, as shown in [5], it seems feasible to deploy UE based mechanisms for such purposes.
We consider the following user plane architecture options for LWA:
1. Bridge/VLAN architecture
2. UE terminated tunneling (including IP and GRE encapsulation of PDCP PDUs)
3. WLN terminated tunneling (including IP and GRE encapsulation of PDCP PDUs)
4. GTP-U based X2-U
Bridge/VLAN architecture
This architecture is applicable for the bridged network deployment mentioned above. Further we will assume that the eNB and WLN support virtual LANs (VLANs) based on the IEEE 802.1Q specification [4]. In this architecture, data forwarding is based on (Ethernet) MAC addresses and virtual LAN (VLAN) or 802.1Q tags. The 802.1Q tag is a 32 bit field added to Ethernet frames by the eNB and processed by the AP. The 802.1Q tag is shown in Figure 1. 


[bookmark: _Ref419299404]Figure 1: 802.1Q tag format
For the purpose of this discussion, the relevant fields are the PCP and VID. The VID or VLAN identifier is a 12 bit field specifies the VLAN to which the frame belongs. The PCP or Priority Code Point is a 3 bit field refers to the IEEE 802.1p class of service. 
Transporting PDCP PDUs over Ethernet (IEEE 802.3) and WLAN (IEEE 802.11) frames raises a couple of technical challenges. First, currently Ethernet and WLAN frames do no support transport of PDCP PDUs. Second, a mechanism is needed for the UE to determine whether the received WLAN frame contains a PDCP PDU or not. An efficient approach that solves both problems is to introduce a new EtherType [6] for PDCP PDUs, as previously suggested in [2]. EtherType is a two byte field in Ethernet and WLAN frames that is used to indicate the protocol encapsulated in the payload of the Ethernet or WLAN frame. The use of PDCP EtherType allows for efficient transport of PDCP PDUs in WLAN frames since no other kind of encapsulation (e.g., IP or GRE) that introduces additional overhead is necessary. Also once the WLAN frame is received at the UE, the UE can check the EtherType field to quickly identify those frames that need to be processed by the LTE layer as opposed to higher layers (like IP). 
Proposal 2: RAN2 is requested to support introduction of a new EtherType for transport of PDCP PDUs.
Even with the definition of a new EtherType, there remains the challenge at the UE side of being able to distinguish between PDCP PDUs belonging to different bearers. Two approaches were identified in [2], namely, virtual MAC addresses and having the eNB append a 1 byte header with radio bearer identity information. We think that defining a new PDCP header is more advantageous since this solution is also applicable for other user plane interface options discussed later. Also, it seems like a good idea to place LTE specific intelligence in the PDCP layer rather than relying on other layers and implementation options.
Proposal 3: RAN2 is requested to extend the PDCP Data PDU format for PDCP PDUs being carried over WLAN with DRB identity information.
If proposals 2 and 3 are agreed, then in one possible implementation, the eNB and WLN can be assigned to a VLAN dedicated for LWA. The eNB encapsulates the PDCP PDU (extended with DRB information) natively in Ethernet frames by specifying the EtherType as PDCP. At the WLAN side, the AP copies the EtherType to the WLAN frame’s EtherType field as per standard procedure. On receipt of the WLAN frame, the UE identifies the payload as PDCP PDU and transfers the PDCP PDU to the LTE entity in the UE. The LTE entity in the UE parses the new header to route the PDCP PDU to the appropriate PDCP entity. 
We note that this option has no impact on WLAN AP implementation since introduction of new EtherType requires no new action from the WLAN AP. Also, this option permits QoS differentiation since once the AP can use the PCP field (tagged by the eNB) to identify the IEEE 802.11e QoS class to apply for the received frame.
This option will require the use of UE based mechanisms for flow control and feedback.
UE terminated tunneling
In this architecture [3], the eNB transfers PDCP PDUs over a tunnel established between the eNB and the UE. In many WLAN deployments (e.g., enterprise WLAN deployed in a corporate campus), the UE’s WLAN interface will not be assigned a routable IP address. For this reason, the IP based tunnel needs to be established by the UE rather than the eNB and the eNB needs to provide a routable IP address to the UE (e.g., over RRC signaling) for this purpose. There are many possible tunneling options but in this article we highlight two potentially feasible options, namely, IP tunneling and GRE tunneling.
IP tunneling: In this option, PDCP PDUs are transported within IP packets as higher layer payload. It should be noted that IP does not support transport of PDCP PDUs directly, and that current IP tunneling protocols are primarily meant to carry encapsulated IP packets [7]. 
Observation 1: To enable PDCP PDUs to be transport efficiently over IP, a new protocol number will need to be requested from IANA/IETF.
In order to support multiple bearers using this option, it is necessary to extend the PDCP header format as proposed in Proposal 3. IP provides native support for differentiated QoS using the DSCP field in IPv4 Type of Service (ToS) and IPv6 Traffic Class (TC) fields. UE based mechanisms will be required for flow control and feedback.
GRE tunneling: The Generic Routing Encapsulation (GRE) [8] and its extension [9] allow more flexible transport of any network protocol over another network protocol. GRE inserts a header of its own between the inner and outer network protocol headers. The GRE header is shown in Figure 2. In the case of LWA, IP can serve as the outer network protocol and PDCP can be thought of as the inner protocol. 


[bookmark: _Ref419300916]Figure 2: Standard GRE header
It should be noted that the 2 byte Protocol field in the header is supposed to carry the EtherType of the encapsulated protocol. So if a new EtherType for PDCP PDUs is agreed, then GRE can be used without any modification for PDCP PDU transport. On the other hand, GRE introduces additional overhead (ranging from 4 to 16 bytes per packet depending on the options that have been enabled) over IP tunneling. With EtherType support of PDCP PDU, GRE provides a natural approach for PDCP PDU encapsulation without introducing too much overhead.
Proposal 4: If UE terminated tunneling is chosen as an option for LWA user plane architecture, then GRE tunneling should be the preferred encapsulation mechanism.
The GRE approach also provides an alternative mechanism for supporting multiple bearers. RFC 2890 [9] describes a 32-bit Key field. The Key field can be used for identifying the DRB of the PDCP PDU being carried in the GRE tunnel. As pointed out earlier, it may of course be preferable to extend the PDCP header as proposed in Proposal 3 as a mechanism that can work over different user plane options.

The chief advantage of the tunneling approaches described in this section is that they are largely transparent to the WLN entity and can be supported over legacy WLAN APs. However they do suffer from some serious shortcomings. First, de-multiplexing of WLAN frames carrying PDCP PDUS occurs at the IP layer and depending on UE implementation may entail significant complexity. In particular, if radio and IP layer functionality are implemented in different processors, then these options can result in excessive inter-processor communication bringing down UE performance. 
WLN terminated tunneling 
In this approach, the eNB and WLN create a tunnel between each other (e.g., GRE as discussed in the previous section) for carrying PDCP PDUs from the eNB to the WLN. Assuming that EtherType for PDCP is supported, the WLN can strip the PDCP payload and pack them in WLAN frames with the appropriate EtherType tag. 
This approach has several advantages over the UE terminated tunneling approaches. First, only a single tunnel is required between the eNB and AP as opposed to UE specific tunnels for the latter. Second, UE complexity is considerably reduced since de-multiplexing is based on EtherType and does not involve IP layer and so does not suffer from the deleterious impact observed before. Also there is no need to have an IP/GRE tunnel endpoint at the UE. 
On the other hand, terminating the tunnel at the WLN does have some implementation impact on the WLAN entities. However most WLAN APs and ACs are likely to support GRE tunneling already and setting up a GRE tunnel between the eNB and WLN is likely to entail much less complexity than supporting GTP-U.
A mechanism is also required to enable the WLN to determine the UE to which the frames received from the eNB are to be sent. One possibility is that the UE reports its WLAN MAC address to the eNB. The eNB and WLN then map the MAC address to a 32 bit value that can be used with the KEY field to uniquely identify the UE using the GRE header.
The PDCP header format extension proposed in Proposal 3 is required to support multiple bearers. UE based mechanisms are required for flow control and feedback.
GTP-U based X2-U
This approach is identical to the user plane interface between MeNB and SeNB to support Release 12 Dual Connectivity feature. This approach will require the least amount of standardization effort. Since flow control and feedback are natively supported over the X2-U interface, there is no need to develop UE based mechanisms which may result in some control overhead saving. The chief disadvantage of this approach is that it requires WLN to support GTP-U making it impossible to use with legacy WLAN deployments.
Comparison of LWA user plane options
Based on the discussion in the previous sections, a comparison of various LWA user plane options is provided in Table  1. 
	Feature
	Bridge/VLAN
	UE terminated tunneling
	WLN terminated tunneling
	GTP-U

	Transport efficiency
	High, with EtherType enhancement.
	Moderate, with Protocol/Next header enhancement.
	High, with EtherType enhancement.
	High, with EtherType enhancement.

	UE implementation complexity
	Low
	High
	Low
	Low

	Support of multiple bearers
	Yes, with LWA PDCP header enhancement.
	Yes, with LWA PDCP header enhancement.
	Yes, with LWA PDCP header enhancement.
	Yes, with LWA PDCP header enhancement.

	Support of QoS differentiation
	Yes. VLAN tags can be used to map to the appropriate 802.11 QoS access class.
	Yes. Using IP support for DSCP.
	Yes. Using IP support for DSCP.
	Yes, with appropriate mapping from GTP-U to 802.11 QoS access class.

	Impact on legacy WLAN deployments
	Yes. New EtherType definition should have any impact.
	Yes
	Moderate. Need for WLN to establish GRE tunnel with eNB.
	High. Need support of GTP-U interface.

	Flow control and feedback
	UE based
	UE based
	UE based
	No UE support needed.
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As can be seen from the preceding discussion selecting the LWA user plane option requires a tradeoff between several factors such as UE and AP implementation complexity, performance, and standardization effort. We observe that the deployment needs of different operators can be diverse and a one size fits all solution for user plane architecture may not be feasible. For example, deployments may differ by network connectivity (e.g., bridged vs. routed) as well as ownership of cellular and WLAN resources. For this reason, we observe that it may make sense to support multiple user plane options for LWA.
Based on the analysis provided here, we believe that the GTP-U, WLN terminated tunneling, and Bridge/VLAN options are the most attractive options.
Proposal 5: RAN2 is requested to consider GTP-U, WLN terminated tunneling and Bridge/VLAN as options for LWA user plane architecture.
Conclusion
In this contribution, we analyzed several options for LWA user plane architecture. Our observations are proposals are summarized as follows.
Proposal 1: RAN2 is requested to consider supporting both bridged and routed network deployments for LWA feature development.
Proposal 2: RAN2 is requested to support introduction of a new EtherType for transport of PDCP PDUs.
Proposal 3: RAN2 is requested to extend the PDCP Data PDU format for PDCP PDUs being carried over WLAN with DRB identity information.
Observation 1: To enable PDCP PDUs to be transport efficiently over IP, a new protocol number will need to be requested from IANA/IETF.
Proposal 4: If UE terminated tunneling is chosen as an option for LWA user plane architecture, then GRE tunneling should be the preferred encapsulation mechanism.
Proposal 5: RAN2 is requested to consider GTP-U, WLN terminated tunneling and Bridge/VLAN as options for LWA user plane architecture.
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