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1. Introduction
Employing multiple carriers is one of the common solutions to address network load especially at the hotspots. It requires a balanced load among the multiple carriers to ensure proper utilisation of the spectrum. Load balancing across multiple carriers should consider a variety of deployment scenarios arising due to different capacities, different UE capabilities, deployment scenarios such as eMBMS, HetNets and the different numbers of the carriers available in a given area. Balanced load among the carriers allows optimal utilization of the available spectrum resources. 
This document examines the limitations of the current mechanisms.

2. Discussion

2.1. The limitation of reselection mechanism with broadcast priorities 

In the current cell reselection method specified in [1] and [2], use of per carrier priority value was not originally meant to load distribution between carriers of a technology.  Nor can it meet the operator requirements for the deployment scenarios.  
Load balancing of Idle UEs across carriers require re-distribution of users amongst the carriers.   If the priority value of the target carrier is higher than the priority value of current serving carrier, most idle UEs on the serving carrier will reselect the target carrier as long as the target carrier’s link condition is good enough. Otherwise, all the idle UEs will stay with the serving carrier.  The on/off idle UE loading control issue becomes more serious when the number of frequency layers increases, as with more and more multi-carrier use cases such as Carrier Aggregation, HetNet. The current on/off loading behaviour cannot achieve a smooth load balance among the carriers, which has also been pointed out already when the Rel-8 mechanism has been discussed. In the case of more than two carriers, most idle UEs of all the carriers with lower priorities will reselect the carrier with the highest priority. Priority adjustment may cause the swings of the loading surge among the carriers. The cause of the on/off behaviour is that the current reselection procedures are only based on simple comparison of the priority values. The reselection decision is made based on whether the target priority is bigger or smaller.  Thus, current carrier based on/off kind of prioritisation cannot achieve a proper network controlled load re-distribution and hence cannot provide a load balancing solution.

Another option is by setting equal priority for the carriers, UEs choose a carrier based on RF conditions.  While this solution provides the basic redistribution function for the cases where the number of frequency layers is small, it cannot achieve any form of network controlled load balancing since it is dependent on the radio conditions at the different UEs that vary widely based on the bands used for the carriers, the radio condition in the vicinity of the users, the user distribution density etc.

Consider another example, legacy UE’s supporting band x only and new UEs supporting band x and y.  To distribute UEs across carriers, new UEs should camp on band y while legacy camp on band x.  But as the number of new UEs increase, a fraction of these new band x+y UEs will need to be moved to band x.  And this fraction should be increased over time as the proportion of band x+y UEs gets higher to achieve fair distribution of Idle users.  Current Idle solutions can only prioritise a carrier and then all UEs that support that carrier will prioritise it.  It might be sufficient when new UEs start to support a band but as more UEs support the both bands, it is not possible to keep a fraction of these UEs on the legacy band.  
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Figure 1 macro and small cell coverage scenarios in HetNets.

Another limitation of the current solution is that it is based on carrier priorities and cannot address HetNet deployments.  Take for example for atwo carriers system, one of which is macro only carrier and the other is co-channel HetNet deployment.  There is no mechanism today to prioritise the small cells in the HetNet layer while considering the macro cells (MC1, MC2 in the figure) on both carriers as equal priority.
Another issue with the above deployment is when some of the small cells are overloaded.  It is not possible to have a different priority handling between carriers just in the region of one of these overloaded small cells because the priority handling is at carrier level.

Another scenario is eMBMS deployment.  During eMBMS service, all users interested in the service will prioritise the eMBMS carrier.  To not overload the eMBMS carrier, the network might set the non-eMBMS layer to be higher priority so users not interested in eMBMS will camp on the non-eMBMS carrier.  However, the number of users interest in MBMS are generally content based and could vary a lot. This prioritization scheme could easilyoverload or underload the non-eMBMS layer.  Further re-distribution might be needed when an eMBMS service starts/stops.  The situation is even more difficult to manage when there is mixture of eMBMS and HetNet deployment.  
Thus, 
Observation #1: If only the relative comparison of broadcast priority values impacts the reselection decision, varying the “bigger/smaller” relations of priority values will cause major swings of the idle traffic across the carriers.  Furthermore, the per carrier based broadcast mechanism available today cannot provide solutions for load balancing of Idle users in HetNets, eMBMS deployments etc.
In the following sections, we examine whether the other solutions available today can address these limitations of the current broadcast solution.

2.1.1. The limitation of reselection mechanism with dedicated priorities 
Another possibility available in Rel-8 is to use a dedicated priority for the purpose of idle traffic load balance. However, in the case that several LTE carriers are available, load balancing requires that a different percentage of traffic stays with a given carrier or moves to a different carrier depending on the load on that carrier. Since traffic load could change over time or location, and the number of carriers could also be different at different coverage areas, for a moving idle UE this traffic re-distribution ratio (percentage) would need to be changed dynamically as the load or number of carriers varies over time at different locations. Since dedicated priorities can only be assigned at the time  when a UE goes idlethis may not be sufficient to control a large number of UEs in an overloaded cell. If the dedicated priority would be used for this purpose to balance the load between LTE carriers, it may need to be changed to meet the dynamic load balancing requirement. For E-UTRAN to change the dedicated priority for idle mobiles paging is required and the UE must get into connected mode to update the dedicated priority which leads to unacceptable signalling overhead. Also normally dedicated priorities are set for specific group of users and are not changed often.
As with broadcast based priorities, dedicated priorities are also based on carrier level and hence cannot handle HetNet deployments.  For example, in a two carrier deployment with a macro only carrier and co-channel macro and small carrier, dedicated priority cannot prioritise the small cells while handling the macro on the co-channel carrier as equal priority to the cell in the macro only carrier. If in this example, the macro only carrier sets HetNet carrier as higher priority, and a small cell is overloaded and the provided dedicated priority to move users to the macro only carrier, it will result in ping-pong of the UE or overload the macro when these UEs move out of the coverage area of the overloaded small cell. In fact most of the limitations of broadcast based priority listed in section 2.1 are also applicable for dedicated priorities.  

Actually, dedicated priorities are meant to be based on Service Profile Identity (SPID), it is not really intended to distribute users based on load between the component carriers. For example, in a given coverage area, if there are large number of UEs of the same SPID assigned with the same dedicated priority, the existing reselection procedures will lead this big group of idle UEs to either perform reselection or stay which cannot achieve a smooth load balance among different carriers.
Observation #2: Dedicated priorities can not address the issue that traffic load changes over time and location, and carrier change over location requires a dynamic priority value change for a moving idle UE. It cannot handle HetNet deployments either. 
2.1.2. The limitation of reselection measurement threshold adjustment
There were also studies on the possibility to control the load by adjusting the reselection measurement threshold (i.e. ThreshX, HighQ or ThreshX, HighP specified in [2]). The adjustment on power measurement threshold will lead to changing of the cell’s coverage size therefore it has impact on the loading. However, the range of the threshold adjustment may be limited by the coverage requirement to avoid the creation of coverage holes especially for the macro cells.  In addition, due to the uneven distribution of the UEs over different geographic areas, it is difficult for operators to use the reselection threshold to balance the loading.
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Figure 2 An example of loading impact by adjusting the reselection threshold with un-even distribution of UEs

Figure 2 shows an example on the impact to the loading when the reselection threshold is changed with UEs unevenly distributed. Due to uneven distribution of UEs (e.g., areas with dense distribution of UEs in a macro cell), the load redistribution is very sensitive at certain threshold value range, small adjustment of the thresholds may cause major traffic redistribution, while in other cases, even a big adjustment may not have an effect on loading. 
Also due to the uneven UE distribution, the setting of the measurement threshold for achieving the same load re-distribution effect is not repeatable at different cells, i.e., the same threshold adjustment may have different impacts on the loading at different cells. 
In addition, it is difficult to use the measurement threshold to control or split the percentage of the incoming UE flow into the hotspots from one carrier to multiple carriers.
The reselection threshold is more suitable for the cell coverage size and link quality control.

Observation #3: It is difficult to conduct load control by adjusting the reselection measurement threshold. 

3. Summary and Conclusion
This document investigated the current reselection solutions based on dedicated and broadcast priorities for distributing idle users between the different carriers. While priority based solutions are sufficient for early LTE, in case of multiple carriers or in HetNets, this is shown that current on/off kind of carrier based priority solutions do not provide sufficient granularity of control for distributing Idle mode UEs between LTE carriers. In addition, it was also shown that using dedicated priority and reselection threshold cannot achieve idle UE redistribution for these deployment scenarios.
It is hence concluded that current mechanism cannot achieve balancing or re-distribution of Idle users across carriers/cells for the deployment scenarios under consideration such as HetNets, eMBMS, UEs supporting a subset of bands etc.
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