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1 Introduction

In RAN#66, it was agreed in RP-142311 [1] on supporting enhancement to direct ProSe communication related to priority handling as follow
Priority of different groups support [RAN2, RAN1, RAN3]. (RAN3 involvement pending on progress in the other groups) 

In this contribution, the design of such priority handling is studied and a possible solution is described. 
2 Discussion
According to Stage 1 requirements for MCPTT documented in TS 22.179, (which is today the only “3GPP application” that makes use of ProSe priority) the MCPTT communication priority is determined based on static and potentially dynamic / situational factors (e.g. group identity, source identity, normal call, emergency call, imminent peril, on duty/off duty etc.).

This results in a set of requirements for the APPLICATION layer of MCPTT. These requirements are common to out of network and in network coverage:

· [R-5.1.7-002] The MCPTT Service shall provide a mechanism to prioritize MCPTT Group Calls based on the priorities associated with elements of the call (e.g., service type, requesting identity, and target identity).

This requirement implies that the priority of a group call can depend on the requesting identity (AKA the user/UE originating the transmission), in addition to the communication target. This also confirms that the ProSe Layer 2 Group ID does not itself dictate priority, rather that priority is worked out based on a number of factors at the application layer of MCPTT.

Then there are a subset of requirements that point to the fact that the emergency and imminent peril calls do have priority over other calls and that there is some way for the members of the group to all be informed of the transition to emergency and imminent peril at the application layer.  There is also the clear concept that the application layer of the MCPTT, has the ability to dynamically change and modify priority levels:
· [R-5.7.2.1.1-004] The MCPTT Service shall ensure that MCPTT Emergency Group Calls have the highest priority over all other MCPTT Group transmissions, except System Calls, MCPTT Emergency Private Calls (with Floor control), and other MCPTT Emergency Group Calls.

· [R-5.7.2.1.1-005] The MCPTT Service shall be capable of changing a group call in progress to an MCPTT Emergency Group Call.

· [R-5.7.2.1.1-008] The MCPTT Service shall add the emergency priority to the group when an In-progress Emergency on that group is initiated.

· [R-5.7.2.1.1-009] The MCPTT Service shall remove the MCPTT Emergency priority associated with the group when an In-progress Emergency on that group is cancelled.

· [R-5.7.2.1.1-010] The Affiliated MCPTT Group Members shall be notified when their group call transitions to an In-progress Emergency.

· [R-5.7.2.2.1-002] The MCPTT Service shall ensure that Imminent Peril group calls have priority over all other MCPTT Group transmissions, except System Calls, MCPTT Emergency Group Calls, Emergency Private Calls (with Floor control), and other Imminent Peril group calls.

· [R-5.7.2.2.1-004] Imminent Peril group calls, including their content and signalling, shall have pre-emptive priority over all other types of MCPTT calls, except MCPTT Emergency Group Calls, Emergency Private Calls (with Floor control), System Calls, and other Imminent Peril group calls.

· [R-5.7.2.2.1-005] The Affiliated MCPTT Group Members shall be notified when an MCPTT Group call transitions to In-progress Imminent Peril status.

· [R-5.7.2.2.2-001] The MCPTT Service shall support cancellation of an In-progress Imminent Peril by an authorized MCPTT User.

Observation#1: From the Stage 1 requirements on priority support of a group, the priority level of the group can change dynamically.

Then there are requirements for in coverage only like:

· [R-6.4.7-003] The MCPTT Service shall provide a mechanism to establish, dynamically and in real-time, the relative priorities of MCPTT Groups Calls and other traffic with respect to transport.

· [R-6.8.1-011] When determining priority for an MCPTT call, the MCPTT Service shall use the MCPTT User/Participant's attributes (e.g., first/second responder, supervisor, dispatcher, on/off duty) and the MCPTT Group's attributes (e.g., type of group, owning organization of the group, MCPTT Emergency, Imminent Peril).

· [R-6.8.1-012] When determining priority for an MCPTT transmission, the MCPTT Service shall use the MCPTT User/Participant's attributes (e.g., first/second responder, supervisor, dispatcher, on/off duty) and the MCPTT Group's attributes (e.g., type of group, owning agency of the group, MCPTT Emergency, Imminent Peril).

· [R-6.8.1-014] Based on the attributes used for determining the priority for MCPTT Users and Groups, the MCPTT Service shall provide consistent and deterministic priority for all MCPTT Users within their Primary MCPTT System.

· [R-6.8.6.2-006] There shall be at least 8 and preferably 30 configurable levels of priority.

These requirements also point in the direction of dynamic priority establishment and also hint to a possibly large number of application layer priority levels under network coverage, which should not be confused with the underlying EPS or D2D capabilities.

Observation 2: It is clear that many factors can influence the value of MCPTT priority (e.g. user attributes, group attributes etc.) – and indirectly, the priority of a ProSe related communication, and even within a single MCPTT group a variety of factors can make the value of priority vary. 
It is also clear that the transition of a user or a group to use a certain MCPTT priority value (and indirectly a certain ProSe communication priority value) is subject to application control and it may imply interaction with a  central server or a distributed mechanism to elect the current priority level (e.g. when imminent peril or emergency is entered, conceivably the group members need to be informed via application layer signalling, and likewise when this is exited by some authorized group member making this happen).

It is also questionable whether a certain MCPTT group should be assigned a "minimum" priority value as in fact even the most advanced group of users may, at times, be engaged in non critical communications (e.g. when off duty), or at least in communications that may be less important than other mission-related communication of groups that normally would be considered lower priority.

Another observation that can made from the TS 22.179 requirements, is that they are oriented to defining a flexible framework for establishing the priority of a MCPTT communication transmission, rather than an comprehensive list of all possible usage of ProSe communication priority definitions. This is to say that we cannot look up TS 22.179 to define the way ProSe communication priority works, as it should be a generic mechanism independent of a single application needs, albeit capable to support it. So, we should assume that what is documented in TS 22.179 is application layer (“MCPTT priority”), and use it as an input to the transmission request at the ProSe communication layer (“ProSe priority”).

It is also worth noting that a generic Priority mechanism cannot be designed in isolation such that it ignores the fact that for the same D2D resources there are competing unicast transmissions, in addition to 1:M and broadcast transmission.  In fact it is conceivable that there will be applications that will use 1:1 ProSe communications and that these will need also priority support. We therefore have to make sure our mechanisms support different kinds of D2D resource usage, and do not make it more difficult to handle multi-dimensional constraints in resource access scheduling at eNBs and UEs, i.e. we need a generic priority handling mechanism valid for all types of D2D communications. It would be highly desirable if the “per UE grant based model” used today for network based communications, is also retained for the D2D scheme, so that the UE is in charge of scheduling the next transmission (it would be overly complex for the eNB to have an exact visibility of all the queues and imperatively say which one is served at any time per UE). To do so, we cannot have decisions in the eNB that rely on identifying the most appropiate group that a UE needs to be allocated to in order to be served next at the appropriate priority level.   Instead  the eNB should only need to be aware of which UEs have higher priority data for transmission than others and schedule them next, whether or not these transmissions are related to 1:M communications, 1:1 or broadcast. 

We can therefore conclude the following:

It would be a bad design to link priority value directly to just a Layer 2 Group ID address. A good system design should be based on considering priority as a variable independent from the address value used in communications.  
The considerations above should allow SA2 to come to the following design criteria:

Design criteria for ProSe Priority handling:

1) The priority of a ProSe Communication transmission is based on application layer criteria which are not in scope of ProSe.

2) The Upper layers in a device indicate to the lower layer the value of the Priority of a Prose Communication related packet when they request the lower layers to transmit it.

3) The Applications should not change the way they interact with the lower layers or the way they are configured or decide the priority value of a ProSe communication transmission depending on the mode of ProSe communication the UE is using (i.e. out of coverage, Mode1, or Mode 2) 

4) The Priority of a ProSe communication data waiting for transmission in the UE is the sole information that should be used by the network in Communication Mode 1 to schedule which UE's are to be given transmission opportunity next.

5) The eNB does not need any specific information from the network to support ProSe priority for a UE.

6) 30 levels of priority should be supported: (1-30) where 1 is the highest priority and 30 is the lowest priority
3 Implementation
In the case of Mode 1 resource allocation (i.e. scheduled resource allocation), the priority level has to be provided over the sidelink BSR. Currently, for each group index, there is a LCG-ID which is of size 2-bit. This is not sufficient to indicate the 8/16 levels of priority required by the application for each logical channel. This can be resolved by one of the following methods:

a. Use the existing sidelink BSR format: Map the 30 levels of priority to the 2-bit LCG ID

b. New sidelink BSR format with LCG-ID length of 4-bit

(i) Extending the LCG-ID to 4-bit

(ii) Reusing 2-bit of the Group Index for LCG-ID

Approach (a) is similar to the way the LCG-ID is used by the eNB to schedule resources over the Uu when the UL logical channel priority can have a value between 1 and 16. The mapping of the LCG ID to the priority level can be provided to the UE via RRC signalling (broadcast or dedicated) and the UE can set the LCG-ID in the sidelink BSR according to the priority level of the logical channel. The eNB will use the LCG-ID value in the sidelink BSR to schedule the UEs and their traffic.
For approaches b(i) and b(ii), a new format has to be defined for the sidelink BSR format. For b(i), an example of the MAC CE format can be as follow:
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For b(ii), an example of the MAC CE format can be as follow:
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Sidelink BSR MAC control element for even N
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Sidelink BSR MAC control element for odd N
Our preference is to use a new MAC format (i.e. Approach b), as it allows the UE and eNB to support the full range of application priority levels available the network. Mapping the priority level to just the 2-bit LCG-ID may not meet the Stage 1 requirement for public safety, as it could make priority handling mechanisms unusable (e.g. with fewer levels pre-emption schemes may become overly aggressive).
In the case of Mode 2 resource allocation (i.e. UE autonomous resource allocation), there are 2 ways to implement the priority level:

1. Use the existing list of resource pools and assign each with range of priority level. UE selects resource pool according to priority level of the packets received form higher layer for transmission.
2. There is only 1 resource pool (i.e. still restricted to 1 pool as in Rel-12) and different transmission probability is configured to each priority level and the probability can change according to the ProSe communication load.
The main drawback of Approach 1 is that resource pool of certain priority level may be left unused if no call or transmission with that priority is happening. This may result in inefficient use of the ProSe resource and furthermore it may result in higher contention on other resource pools of other priority levels if it happens to have more calls or transmissions on those priority levels. Such drawback does not happen in Approach 2. Hence it is proposed that Approach 2 should be adopted. 

Proposal#1: For Mode 1 resource allocation, a new MAC CE format is needed for sidelink BSR to indicate the 30 levels of priority from the application. 

Proposal#2: For Mode 2 resource allocation, only 1 resource pools is signalled by the eNB and is shared by all calls and transmission of all priority levels. Transmission probability is configured to each priority level and the probability can change according to the ProSe communication load.
4 Conclusion

It is recommended that RAN 2 discusses the following observation and proposal:
Observation#1: From the Stage 1 requirements on priority support of a group, the priority level of the group can change dynamically.

Observation 2: It is clear that many factors can influence the value of MCPTT priority (e.g. user attributes, group attributes etc.) – and indirectly, the priority of a ProSe related communication, and even within a single MCPTT group a variety of factors can make the value of priority vary. 

Proposal#1: For Mode 1 resource allocation, a new MAC CE format is needed for sidelink BSR to indicate the 30 levels of priority from the application. 

Proposal#2: For Mode 2 resource allocation, only 1 resource pools is signalled by the eNB and is shared by all calls and transmission of all priority levels. Transmission probability is configured to each priority level and the probability can change according to the ProSe communication load.
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