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1 Introduction
In RAN #67 meeting, one new WI is approved for DC enhancement, and the uplink bearer split is one important feature in this WI. 
During LTE release 12, many aspects for supporting uplink bearer split have been discussed through contributions and email discussion [1]. Logical channel prioritization (LCP) procedure and buffer status reporting (BSR) are two most important issues. In this contribution, we will further investigate LCP and BSR mechanisms for supporting uplink bearer split.

2 Discussion

2.1 LCP procedure for supporting UL bearer split
Currently, token bucket algorithm is used for LCP procedure. Each logical channel is configured with parameters of priority, prioritized bit rate (PBR) and bucket size duration (BSD).  PBR is considered to control the filling rate of tokens and the prioritized uplink transmission rate.  Bucket size and Bj are considered to control the opportunity of generating MAC SDUs. With PBR, BSD and logical channel priorities, it can be ensured that bearers with high priority are served first while avoiding the starvation of lower priority ones. 
In CA, it is up to UE implementation to apply LCP to each grant independently or to the sum of the capacities of the grants. 
In DC, two MAC entities are established and two independent LCP procedures run in parallel: one for the MCG MAC entity, and another one for the SCG MAC entity. For split bearer, the QoS will be guaranteed by both MeNB and SeNB. There is a risk of excessive UL grant consumption for the split bearer because PBR may be enforced twice by LCP. To solve this issue, two options are studied to implement PBR enforcement for logical channels associated with a split bearer [1]. The goal is to make sure that the same rate of UL transmission can be expected on average between with and without split, if the overall token filling rate and uplink traffic flow rate of a bearer is the same, and the sum of UL grants from both MeNB and SeNB in bearer split equals to the grant amount from one eNB in case of no bearer split. 

Option 1: common bucket
As shown in Fig. 1, logical channels of a split bearer share the token bucket and Bj to guarantee QoS of the split bearer.  During the LCP procedure, UE can flexibly decide the factor 1 for LCH1 and factor 2 for LCH2. When deciding the factor for LCH1 and LCH2, it should be avoided that the split bearer drains the whole UL grants if the split bearer has the higher priority than some other bearers as description in [2]. This option will make it challenging for an eNB to properly manage the resource allocation in the UL transmission of a split bearer, as UE implementation and scheduling strategy of the other eNB are unknown.
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Fig. 1: LCP model for option 1

Pros:

· Flexibility on UE side to transfer packets through split bearer.
Cons:

· Some challenges in eNB’s scheduling strategy as the resource allocation state of the other eNB is unknown.

· eNB needs to accommodate all possible UE implementations. 

Option 2: separate bucket
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Fig. 2: LCP model for option 2

As shown in Fig. 2, separate token bucket and Bj operations can be applied to the logical channels of a split bearer. Each logical channel is configured with a fraction of the original PBR by MeNB. This option can avoid starvation problem, and the MeNB can have better control to ensure QoS of split bearer by setting suitable factors for each logical channel. In addition, from specification impact point of view, the separate bucket only requires minimal modification as PRB and BSD are already configured per logical channel. A disadvantage of the option 2 is less flexibility in the resource utilization, as a fixed proportion is applied to MeNB and SeNB semi-statically.
Pros:
· Less specification impact;

· Better control in network side for split bearer;
· No starvation problem;

Cons:

· Less flexibility in resource utilization;
Based on the above discussion and comparison, we think the separate bucket option should be adopted.

Proposal 1: For uplink bearer split, separate buckets should be used for the LCPs of MCG and SCG MACs.
Proposal 1bis: Each logical channel is configured with a fraction of the original PBR by MeNB.

2.2 BSR for supporting UL bearer split
About BSR for supporting uplink bearer split, the main issue is how to compute and report the buffer status to the network. In R12 email discussion [1], many solutions are listed. In the following, we will further compare these solutions in details, and more clarification and descriptions are also added for these solutions. 
· Solution 1: to report the same amount of data identically to both eNBs; 
In this solution, the UE will report the actual BSR to MeNB and SeNB. In order to avoid the resource waste due to the redundant BSR, some enhancements are required. One possible enhancement, as shown in the Fig. 3, is to perform cooperation via X2 interface between MeNB and SeNB. For example, the MeNB can decide one split ratio according to the bearer QoS, channel quality and resource status of serving cells in MeNB and SeNB. And then the MeNB sends the split ratio to the SeNB.  Further, the MeNB and SeNB can calculate the respective BSR according to the split ratio. However, currently the eNB cannot know the exact buffer status of one specific bearer, because the BSR is reported based on the logical channel group. Therefore, in order to reflect the buffer status of one specific bearer, the current BSR format will have to be changed, or one special logical channel group should be specifically allocated for one or more split bearers.
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Fig. 3: Solution 1
for UL bearer split

Pros:

· Resource waste can be avoided by cooperation between eNBs via X2.

Cons:

· The split ratio cannot be changed quickly due to the larger latency in X2 interface, and it also means the eNB cannot do dynamic scheduling adjustment.
· The BSR format change is required to reflect UL buffer status of a split bearer. Or one dedicated logical channel group should be allocated to one or more split bearers.
· Solution 2: to report the data as being available for transmission towards one eNB only;
In this solution, BSR is only reported to one eNB, for example, MeNB. As shown in Fig. 4, after receiving the BSR, the MeNB can calculate data amount of the split bearer which needs be offloaded by SeNB. And then the MeNB sends the calculated data amount (named as sub-BSR) to the SeNB as reference for scheduling. However, there will be larger scheduling delay in the SeNB due to the transferring of sub-BSR over X2 interface. Furthermore, like solution 1, this solution also requires some change for the current BSR format or the dedicated LCG allocation for one or more split bearers.

[image: image4.emf]UE SeNB MeNB

BSR

Sub-BSR 

To calculate data 

amount which should 

be offloaded by SeNB










        Fig. 4: Solution 2 for UL bearer split
Pros:

· No?
Cons:

· The larger scheduling delay for split bearer in SeNB.

· The BSR format change is required to reflect the UL buffer status of the split bearer. Or one dedicated logical channel group should be allocated to one or more split bearers.
· Solution 3: to generate the buffer status report based on signaled split ratio;

As shown in Fig. 5, the MeNB can decide a split ratio for split bearer according to the bearer QoS, channel quality and resource sates of serving cells in MeNB and SeNB, and then the MeNB sends the split ratio to UE. Further, based on the split ratio, the UE can calculate the corresponding buffer status values of the split bearer for each eNB. Then the UE can generate the BSR together with other normal UL bearers and send the corresponding BSRs to the MeNB and SeNB. On MeNB and SeNB sides, they will perform the UL scheduling for split bearer based on the received BSR like in legacy procedure. And there is no requirement for SeNB to get the split ratio. Unlike the solution 1 and solution 2, there is no requirement to change BSR format or to allocate a dedicated logical channel group for one or more split bearers. 
In addition, as discussed in LCP part, the separate bucket is suitable for UL bearer split. In separate bucket mechanism, the eNB will configure the factor for Bj calculation in each MAC entity. Considering both split ratio of BSR and factor of Bj are aimed at resource scheduling of eNB, the split ratio can be simply set equal to the factor of Bj for one MAC entity. 
However, it is shown in [3] that all UL traffic via one single eNB (MeNB or SeNB) is better than applying the split ratio based solution. But the simulation assumptions in [3] do not comply with real environment. For example, the test UE is very close to both the MeNB and SeNB (100m to MeNB and 5m to SeNB). In addition, there is only one test UE in the system. UL split should be applied when the UL load is higher. 
Further, as indicated in some other contributions, if data amount is not large, it is not attractive to perform UL bearer split. Therefore, in order to avoid the unnecessary split, one threshold can be configured. The UE will only apply the split ratio when the actual data amounts of the split bearer exceed the threshold; otherwise, the UE will only report its buffer state to one eNB, which can be pre-configured.  
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Fig. 5: Solution 3
for UL bearer split

RRC signaling can be used to configure UE with the split ratio. It may be also worth considering quick split ratio adjustment by MAC CE signaling.  
Pros:

· No resource waste.

· The same split ratio parameter can be used for BSR and LCP in each MAC entity.

· No requirement to change BSR format or to allocate a dedicated logical channel group for one or more split bearers. 

Cons:

· Some new signaling over Uu interface to configure the UE.

· Solution 4: to report the amount of PDCP data as zero to both eNBs.
This solution doesn’t address the issue how PDCP data should be split between transmissions to MeNB and SeNB. It is mainly relevant to the calculation of the available data in UL buffer for the split bearer, after PDCP data PDU is split and passed to respective RLC entities.
· Solution 5: to report the data as being available for transmission towards one eNB only until it exceeds a threshold. If the available data is above the threshold, the exceeded amount of data is reported to the other eNB.
In this solution, UE will only report BSR of the split bearer to one eNB (e.g. SeNB in Fig. 4) if the actual data amount does not exceed the configured threshold; otherwise, the UE reports and transmits the extra data of the split bearer towards the other eNB (e.g. MeNB in Fig. 4). An eNB can be pre-configured in UE to be responsible for data transmission up to the threshold. However, this solution is not easily compatible with the separate bucket mechanism in LCP procedure. For example, it is not clear how the data amount threshold should be set with the partition of PBR or Bj in MCG and SCG MAC entities. In addition, a duration period may also need to be defined for UE to determine that the accumulated data amount exceeds the configured threshold.
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 Fig. 6: Solution 5 for UL bearer split
Pros:

· No resource waste.

Cons:

· Not easily be compatible with the separate bucket mechanism in LCP for split bearer.
· New signaling and procedure in Uu interface for UE to split data based on a data amount threshold.

Based on the above analysis and comparisons, the solution 3 looks more desirable. Therefore, we propose to adopt the solution 3 to support UL bearer split. 
Proposal 2: The split ratio based solution is adopted for supporting UL bearer split. 
2.3 Calculation of buffer values
In the current specification, for the buffer status reporting, the UE shall consider the available data for transmission in the RLC and PDCP layer. During the email discussion [1], some detailed issues are also raised:

· Issue 1: Is the split ratio based on byte or based on packet number of the SDU/PDUs?

· Issue 2: how to apply the split ratio for the calculation of buffer values?
For issue1, first the throughput is directly relevant to bit/byte amounts, not packet amounts. Second, from the eNB point of view, the byte-based ratio is more straightforward, because the lengths of PDCP PDU can be very different, and it would be difficult for eNB to foresee how many data packets will be generated in UE. 
Proposal 3: The split ratio should be byte-based.
The split ratio should be applied when the PDCP PDUs are delivered into two separated RLC buffers. A PDCP PDU, however, can’t be split up and sent to different eNBs. Hence, when the split ratio is applied to split PDCP SDU/PDUs, UE should first decide which CG needs to receive more data, and then mark a whole PDCP SDU/PDU as designated to the target CG. 
Proposal 4: When the split ratio is applied to split PDCP SDU/PDUs, UE should first decide which CG needs to receive more data, and then mark a whole PDCP SDU/PDU as designated to the target CG.
After PDCP SDUs/PDUs are split and marked for separate CGs, it is up to UE implementation whether these PDCP PDUs should be delivered to the corresponding RLC buffer or should remain in the (common) PDCP buffer. Hence, for BSR of a CG, the data available for transmission in PDCP should only count those PDCP SDUs/PDUs designated to this CG.
Proposal 5: For BSR of a CG, the data available for transmission in PDCP should only count those PDCP SDUs/PDUs designated to this CG.
As shown in the Fig. 7, once a PDCP PDU is delivered to the RLC layer of one CG, its transmission (including retransmission) should be restricted to this RLC entity. In this way, the definition of data available for transmission in RLC can be kept intact for each RLC entity.


[image: image7.emf]New Data

PDCP Buffer

To deliver PDCP 

PDUs based on 

split ratio 

MCG RLC 

Buffer

SCG RLC 

Buffer


Fig. 7: PDCP PDUs split based on the configured ratio
Proposal 6: The definition of data available for transmission in RLC needs not be changed. 
2.4 PDCP control PDU transmission
PDCP controls PDUs include ROCH feedback control PDU and PDCP status report. For split bearer, since ROHC is not configured, there is no ROHC feedback. Yet PDCP status report can be triggered during SCG change. There doesn’t seem to be good reason that the PDCP status report should not be directly transmitted to the MeNB; otherwise, an additional delay will be introduced.  

Proposal 6: PDCP control PDU should be sent directly to the MeNB.

3 Conclusion
In this contribution, through further analyses of LCP and BSR mechanisms, we have the following observations and proposals: 
Proposal 1: For uplink bearer split, separate buckets should be used for the LCPs of MCG and SCG MACs.

Proposal 1bis: Each logical channel is configured with a fraction of the original PBR by MeNB.

Proposal 2: The split ratio based solution is adopted for supporting UL bearer split. 
Proposal 3: The split ratio should be byte-based.
Proposal 4: When the split ratio is applied to split PDCP SDU/PDUs, UE should first decide which CG needs to receive more data, and then mark a whole PDCP SDU/PDU as designated to the target CG.
Proposal 5: For BSR of a CG, the data available for transmission in PDCP should only count those PDCP SDUs/PDUs designated to this CG.
Proposal 6: The definition of data available for transmission in RLC needs not be changed. 
Proposal 7: PDCP control PDU should be sent directly to the MeNB.
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