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1 Introduction
At RAN#67, a new Work Item on LTE-WLAN Radio Level Integration and Interworking Enhancement [1] was approved. In this contribution, we discuss potential options for traffic steering between cellular and WLAN access that address the requirements stated in [1] and analyze their impact both on network and terminal devices. Based on this analysis we propose a way forward with the datapath option.
2 Discussion
2.1 User Plane Architecture solution 
In a cellular – WLAN RAN Interworking architecture, a UE may be simultaneously connected to a Master Cell Group through MeNB and a WLAN network through a WLAN AP served by means of a WLAN Access Gateway (WAG) acting as a SeNB. In this way, the dual connectivity solution may provide two simultaneous datapaths over the two accesses.

The overall user plane reference architecture of the cellular – WLAN RAN Interworking system is shown in Figure 1.
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Figure 1: User Plane for cellular - WLAN RAN interworking Architecture
2.2 Techniques for offloading/steering data between cellular and WLAN access into a RAN integrated architecture
2.2.1 Design requirements and assumptions
We next refine the ten requirements detailed in [1] with specific to the User Plane design.
[REQ1] For each UE, RAN based solution for cellular – WLAN interworking shall be able to provide a similar type of QoS profile for each RAB no matter over which access (cellular or WLAN) it is served. 

[REQ2] A RAN based solution for cellular – WLAN interworking shall be able to accommodate high density deployments with large number of users. A solution shall address the interference across cells as a limiting limiting factor for high density deployments. Based a WLAN AP cell shall follow the following requirements: 

1. Lower data rates on the WLAN AP Cell shall be disabled (by not allowing terminals to associate with the WLAN AP if it is not in its high data rate coverage area). This contributes to a reduction in the physical boundary of the WLAN AP cell size at an area of maximum throughput.

2. The receive cell size shall be reduced to minimize and avoid interference from WLAN co-channels. This aligns the receive cell size with the designed transmitter cell size. It also reduces overall channel utilization in high density environments.

[REQ3] A WLAN AP shall support prioritization of the traffic based on 802.11e WiFi Multimedia access categories.

[REQ4] A RAN based solution for cellular – WLAN interworking shall not interfere and make use of existent WLAN procedures for channel re-selection and inter-AP handover when the quality of the WLAN access on an AP deteriorates. 

A RAN based user plane solution for cellular – WLAN interworking based on the SCE DuCo approach shall take into account the two basic elements identified for SCE DuCo: 1) the macro Cell typically operates at lower frequency( with better propagation capabilities) and it is designed for coverage while 2) the small cell shall be designed for improved capacity. 

[REQ5] The WLAN AP shall support both 5GHz bandwidth (already supported into most of the new high-end data centric devices) and 2.4GHz.

First generation 802.11ac APs already provide more than 1Gbps while second generation may run up to 3.5Gbps. Mechanisms to provide WLAN link aggregation mechanisms over two bands (2.4GHz and 5GHz) are already available in the new generation WLAN chips. 

Based on the above listed statements we draw the following assumptions:

1. In a RAN based solution for cellular-WLAN interworking the overall over the air throughput provided by a WLAN AP in its covered area is much larger, typically by a couple of order of magnitude, than the throughput that may be provided over the cellular frequencies, and implicitly by the MeNB.

2. In a RAN based solution for cellular-WLAN interworking there may be areas of coverage that are not covered by a WLAN AP and only by the MeNB.

3. A terminal device may be either under both a WLAN AP coverage operating at a high throughput and MeNB, or under a MeNB coverage only.

2.2.2 User Plane solutions for traffic offload

[1] identified two possible solutions:

· User plane solution based on a “bearer split” model (aka Solution 3c in SCE DuCo)

· User plane solution based on a “bearer switch” model (aka Solution 2c in SCE DuCo)

2.2.2.1 User plane solution based on a “bearer switch” model
This solution is the one that has the least impact on both terminal device as well as network devices (MeNB). 
A basic implementation of this solution on MeNB is offered in Figure 2. The ingress design follows a straight forwarding path in which every incoming valid S1-U PDU is matched to the associated PDCP entity. The status information of the PDCP entity indicates on which egress device the packet may be forwarded either through the cellular over the air or through the X2-u connectivity.
Similar, in the case of the terminal device (UE) any IP packet to be sent on the UL it is either presented to an IPSec tunnel to be encapsulated and sent out over WLAN as an IP packet, or through the cellular modem. 

No extra buffering or extra processing is required on either the MeNB or the UE.
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Figure 2: MeNB(DL) and UE(UL) user plane implementation based on a bearer switch model

2.2.2.2 User plane solution based on a “bearer split” model

In this solution the PDCP layer forwards (for each PDCP entity) the PDCP PDUs through either cellular and WLAN based on a “per packet” basis using a split ratio chosen dynamically based on various factors. 
2.2.2.2.1 Drawbacks of a user plane solution based on “bearer split” model

2.2.2.2.1.1 Complexity due to “per packet” scheduling on the MeNB

A responsive “per packet” downlink solution on the MeNB may require frequent updates, for each PDCP entity, exchanged between the egress interfaces (X2-u and cellular) and the ingress interface processing the receiving S1-u.

In the moment of high loads on the MeNB, this high level of signaling may be at a rate in the order of O(N), where N is the rate of packets processed in the MeNB. This may saturate the signaling plane between ingress and egress interfaces of the MeNB. 

An implementable downlink solution on the MeNB may require instead deterministic, periodic updates of the split rate, which essentially makes the “bearer split” based solution to have similar data flow characteristics, however at a higher cost. 
2.2.2.2.1.2 Complexity due to “per packet” scheduling at the UE

On the UE device the “per packet” scheduling approach does not come for free. Besides the major architectural impact on the device, the cost of sending and receiving a packet in this proposed approach must be taken into account. For example, a responsive uplink solution on the UE may require that an IP packet that is finally delivered over WLAN must first traverse part of the LTE protocol stack before a decision is made that this packet is to be sent over WLAN. At this moment it is packetized either in an IP tunnel or some other form of L2 or L3 tunneling and sent over the WLAN. An alternative approach may require per packet feedback from both over the air interfaces. In either architecture implementation (separate WLAN  cellular modem or combo based solution), the cost in MIPS/packet for each received/sent packet over WLAN may increase by more than 30%. In a similar approach as for the downlink design of MeNB, an implementable uplink solution on the MeNB may require instead deterministic, periodic updates of the split rate, which essentially makes the “bearer split” based solution to have similar data flow characteristics, however at a higher cost. Much more the benefits are not clear based on the assumptions stated in Section 2.2.1 . The UE device operates either: 1) under both cellular and WLAN AP coverage but the overall throughput available over WLAN is at least a couple of order of magnitude larger than the associated throughput that the users may achieve over cellular or 2) under the cellular coverage only. 
2.2.2.2.1.3 The cost of “reordering buffer” both on the UE and MeNB

The two links that are aggregated are very unbalanced. The LTE link typically provides a large latency and low throughput while the WLAN link is a low latency and high throughput link. It is not uncommon to have on average about 3-4 HARQ retransmissions for a packet over the cellular link. Also, regarding the WLAN throughput, already off the shelf WLAN APs are capable of providing speeds up to 3.2Gbps. This is at least an order of magnitude larger than what the current cellular deployment may provide to a user. This ratio becomes even larger for venue WLAN deployment in which case the overall ratio would be multiplied by the number of WLAN APs that are supported in the venue. As a result, any potential benefits of the CA between the cellular and WLAN networks is nothing more than using a “thin straw” (provided by the cellular) as an overflow for a “very wide pipe” (provided by the WLAN access).

Cellular packets are not only rare but they are also less timely than their companion WLAN packets. This is in part due to the HARQ process over the cellular network. It has direct implications in the buffering requirements due to the HARQ process over the cellular. Up to 256Mb are required for buffering the packets received over WLAN waiting on slow “front of the line packet” received over the cellular access. This assumes a maximum number of 8 HARQ retransmissions and a 802.11ac access with up to 3.2Gbps link. 
In short, reordering buffer for each PDCP entity both on the eNB and the UE is required. The maximum size of the reordering buffer must be able to accommodate the maximum number of HARQ retransmissions (n28). It is worth noting that the window covered by the reordering buffer is on the same order of magnitude, maybe even larger, than the round trip time between a network node on the US East Coast and another one on the US West Coast. 
A possible solution to limit the impact of large buffer space on both MeNB and the UE is to use a “timer based reordering”. In this case the receiving window is moved on the reordering timer expiry, regardless of the gap.  

2.2.2.2.1.4 Unnecessary burstiness of the traffic provided to the upper layer or over the S1-u interface 

The rate and the quality of the cellular link becomes a “regulator” of the overall communication. Bursts of up to 256Mb must be accommodated under this scenario.

3 Conclusion

This contribution recommends RAN2 the following:

Proposal1: RAN2 shall adopt the assumptions in Section 2.2.1 as design assumptions for the User Plane solution for this WI.
Proposal 2: RAN2 shall with the conclusion that an implementable solution of the bearer split option is equivalent with a flow based switching. 
Proposal 3: RAN2 shall adopt “bearer switch” option as the solution for user plane of the LTE-WLAN Radio Level Integration and Interworking Enhancement [1].
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