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1
Introduction
RAN#67 has agreed a work item on Dual Connectivity Enhancements which contains the support of uplink bearer split [RP-150490]. Since this feature was already extensively discussed in 2013-2014 for Rel-12, this contribution continues the discussion from where it was left of i.e. with the email discussion report [R2-141102].
2
Logical Channel Prioritisation
The original question, replies and suggested way forward for Logical Channel Prioritisation in email discussion 85#22 are given below [R2-141102].
Question 1: for uplink bearer split, are additional LCP mechanisms to handle PDCP PDUs required in addition to what is anyway needed to handle RLC status reports for downlink bearer split, and if so which ones?

	Question 1: for uplink bearer split, are additional LCP mechanisms to handle PDCP PDUs required in addition to what is anyway needed to handle RLC status reports for downlink bearer split, and if so which ones?

	Company
	Yes/No
	Comments

	Pantech
	Yes
	Regarding PDCP PDUs, comment will be suggested about each bucket algorithm as followings;

Common bucket:

Something new would be required to handle PDCP PDUs when simultaneously UL resource being granted. Based on current CA, since there is no priority over cells, it is not determined in MAC layer which cell to transmit PDCP PDUs. That is, even though BSR is reported to an eNB, actual tansmission of the corresponding PDCP PDUs could happen on the other eNB (i.e. MeNB/SeNB for SeNB/MeNB). For an instance, UE report mBSR (40 bytes) to MeNB and sBSR (80 bytes) to SeNB for one split UL RB. And granted resources are 100 bytes in MeNB and 100 bytes (assuming a UL grant for several LCGs). If the resource of MeNB pre-occupies data bits than of SeNB (assumption that MeNB has higher priority that SeNB for handling PDCP PDUs), UE could transmit 100 bytes for the split UL RB to MeNB, quite big portion of total 120 bytes. And if this LCP is steadily maintained, the RB of SeNB would not be satisfied in viewpoint of PBR. It would not be proper UE behaviour intended by network (i.e. Uninteded PBR due to greedy split RB).

Thus, two approaches are possible. One is PDCP layer should smartly construct PDCP PDUs and distribute them to each eNB. It would require complex implementation, in which PDCP SDUs should be smartly segemented and distributed with consideration of PDCP control PDUs (i.e. PDCP status report and interspersed ROHC feedback) and should satisfy network intended PBR somehow (Actually, this would require additional test case the IOT between network and UE.). The other is MAC layer should smartly utilize granted resource during LCP procedure (i.e. distribution function is in MAC layer). This would require a complex specification change in LCP procedure (e.g. thereshold based bucket utilization according to configured ratio and so on).

Seperate bucket:

Above unintended PBR due to greedy split RB could be compensated by separate PBR. However, even with smaller extent, it would also need some specification change on PDCP layer.

Some rules would be required on PDCP layer to prevent the segmentation of PDCP control PDUs and distribute it to proper eNB.

To sum up, LCP would need not to be changed by itself, but in order to support proper LCP, PDCP layer would require some change.

	Ericsson
	Yes
	In our understanding this case is as follows:

MAC entity 1 in MeNB: New PDCP PDUs and RLC status reports (LCH1)

MAC entity 2 in SeNB: New PDCP PDUs and RLC status reports (LCH2)

So here the difference as compared to Question 2 is that the bitrates for both MAC entites are assumed to be high as UL throughput enhancement is desired. 

Separate bucket case: Here the UE is configured with PRB1 and PRB2 and the achieved throughput corresponds to PRB1+PRB2 for the data bearer DRB1. The total PBR = PBR2 + PBR2. So the network can control that total PBR does not exceed the intended bit rate by configuring PRB1 and PRB2 to smaller values (e.g. 50% 50% split). However, this split solution is not optimal or very accurate as the phycial channel rate varies dynamically. Then this split bearer gets lower throughput (and relative priority) compared to a similar bearer for which PBR is not split. 

Common bucket: This solution would solve the double data rate problem (or the problems of splitting PBRs). However, we think that this solution has some other complexities. From UE point of view, there needs to be interactions between the two MAC entities. Also for the eNBs it is also challenging to control the amount of scheduled reseources used to comply with the PBR as the eNBs do not know how much resources are allocated in each eNB. In non-Dual Connectivity scenarios, the eNB has better understanding of the UE status, e.g. Bj, as it controls all resources allocated to the UE. 

All in all, neither of these solutions look very simple. 

About additional LCP and multiplexing problems: Section 2.2 of R2-140656 describes a problem in a case where the UE has one MeNB-only bearer and one split bearer where the logical channel corresponding to the split bearer has currently higher priority than the logical channel corresponding to the MeNB-only bearer. Assume that the UE sends BSR to the MeNB and SeNB. If the UE gets scheduled by the MeNB first then the UE would send the data associated with the split channel to the MeNB. Later, when the UE receives a grant from the SeNB it can be so that the buffer for the the split bearer is already empty and the UE sends padding which means that radio resources are wasted even though there is data associated with the MeNB-only logical channel still in the buffer. RAN2 needs to address this issue. If the UL split is introduced, then the solution is more complex.

	Samsung
	No
	No stong opinion. Above concerns would be valid but we discussed them in other questions.

	Broadcom
	No
	We don’t think any additional modification is required for LCP mechanism to support PDCP data split as long as the separate buckets scheme is used.

For common bucket, we need to have a special mechanism to guarantee minimum throughput for each CG so that UE can transmit at least RLC status PDUs for the transmission timing.

	Qualcomm
	No
	The same common token bucket mechanism is applicable and desirable in the presence of PDCP data. The separate token bucket imposes rigid restrictions on how much data could be pushed on each eNB link, regardless of the current conditions of the link. The common token bucket offers flexibility in that aspect while providing the desirable QoS. In corner cases there may be situations when the behaviour is not ideal, but those are just temporary (not leading to the long term starvation) and even then the issues can be addressed by appropriate implementation (and possibly some guidelines depending on which BSR mechanism is agreed).

	Panasonic
	No
	We don’t see the need for additional LCP mechanisms to support also the split of PDCP data. 
Also we don’t follow the concerns raised above. On the issue of radio resource wastage, this is already possible in Rel-8 when eNB is granting more resource than what has been reported in BSR. Furthermore this problem would be rather a corner case, i.e. happening only at the end of a data transmission burst.
On the starvation issue, this coud be avoided e.g. by means of configuring a PBR for the low priority bearer in the MCG. Concept of PBR was introduced, in order to avoid starvation of low priority bearers.

	Nokia & NSN
	No
	The same mechanism should be used as LCP in MAC should only see RLC PDUs and not differentiate control from data.

	Huawei, HiSilicon
	Yes
	There would be more complexity implications to control QoS performance of a split UL bearer, if separate bucket method is used:

· Timely update PBRs of MCG and SCG, so that there is no mismatch between PBR and available UL resource in an eNB;

· Careful handling of QoS parameter configuration in MeNB and SeNB, or new specification of UE behaviour, if a split bearer has different relative priorities in MCG and SCG;

If common bucket method is used, new UE behaviours need to be specified for appropriate operation of the system (both UE and RAN), as discussed in Question 2.

	LGE
	No
	No additional LCP mechanism is required.

	NEC
	No (additional mechanism)

Yes (additional complexity)
	Because the same problem of starvation of RLC STATUS REPORT with common bucket, probably separate bucket is still needed.
However the complexity is different. We cannot independently configure priority /PBR of the two LCHs as for the scenario of DL split bearer. NW needs to carefully split the PBR to two buckets, and it may not be able to change the split ratio as dynamically as the change of the radio channel/buffer conditions. This may invalidate the claimed throughtput gain.

	MediaTek
	No
	One LCP is sufficient to handle all RLC PDU (PDCP PDU and RLC status report).

	ZTE
	No
	When shared PDCP PDUs are quite many, the problem described by E/// actually doesn’t exist because there are always PDCP PDUs in the buffer for both radio links. Only when there is few PDCP PDUs, then starving issue may occur. But we believe flexibility benefit because of common bucket can justify the limited waste of radio resource. Again UE can still keep kind of artificial ratio internally to avoid such problem when it realize that only few PDCP PDUs are buffered.

	ETRI
	No
	In common bucket case, it is necessary for a UE to specify new UE behaviour to guarantee minimum throughput requirement for each cell group.(i.e. MCG, SCG) In separate bucket case, there is no additional LCP mechanism to handle PDCP PDUs.

	ITL
	No
	No additional LCP mechanism is required.

	CMCC
	No
	We do not think additional effort of taking care of PDCP PDU mentioned by several companies is a big deal.    

	ITRI
	No
	We don’t need additional LCP mechanism to handle PDCP PDUs.

	Alcatel-Lucent/ Alcatel-Lucent Shanghai Bell
	Yes
	If common bucket is used for PDCP PDUs, this is different from the mechanism to handle RLC STATUS report which must be delivered to the corresponding eNB hence on the granted resources by the corresponding eNB.

If separate bucket is used, PBR per each LC should be allocated carefully to serve the bearers sufficiently. This would also require the splitting of buffer status to the two eNBs to avoid the over allocation of resources. In order to achieve the desired UL throughput enhancement, the mechanisms should be carefully designed, and are more complex than the transmission of RLC STATUS corresponding to the DL split bearer.

	InterDigital
	No
	No new LCP mechanisms need to be specified. With a common bucket a UE vendor may choose an implememtation that avoids ot at least minimizes delay of RLC Status reports.

	NTT DOCOMO
	No
	From LCP point of view, the additional mechanism is not needed.

	Kyocera
	Yes
	We think one of additional LCP mechanism in UL is some kind of rule to define priorities between data on MCG bearer and data on split bearer, or between data on SCG bearer and split bearer. 

Considering scheduler in MeNB/SeNB for the data, the size of reordering buffer in MeNB should be considered in packet transmissions to SCG, taking into account radio condition as well as X2 latency. 

	Intel
	Yes
	We agree with Huawei’s analysis on additional complexity of LCP.

	CATT
	Yes
	For common bucket, the LCP procedure is changed on the decrement and the increment of the bucket, compared to the legacy LCP.

For separate bucket, the PBR needs to be coordinated between the MeNB and the SeNB.


A majority of companies agree that no additional mechanisms are required (16 vs. 8) and the following proposal can be made:
Proposal 1: separate buckets can also be used for uplink bearer split.
3
Buffer Status Reporting

The original question, replies and suggested way forward for Buffer Status Reporting in email discussion 85#22 are given below [R2-141102].
Buffer status reporting is used to indicate the amount of data the UE has available for transmission to help the eNB choose an appropriate transport block size. BSR actually reports the buffer status of logical channel groups (LCG). Logical channels can be divided in up to 4 different LCGs through RRC signalling but a logical channel does not necessarily belong to an LCG [36.331].

In MAC specification [36.321], the buffer size of an LCG is defined as:

	-
Buffer Size: The Buffer Size field identifies the total amount of data available across all logical channels of a logical channel group after all MAC PDUs for the TTI have been built. The amount of data is indicated in number of bytes. It shall include all data that is available for transmission in the RLC layer and in the PDCP layer; the definition of what data shall be considered as available for transmission is specified in [3] and [4] respectively. The size of the RLC and MAC headers are not considered in the buffer size computation. The length of this field is 6 bits. If extendedBSR-Sizes is not configured, the values taken by the Buffer Size field are shown in Table 6.1.3.1-1. If extendedBSR-Sizes is configured, the values taken by the Buffer Size field are shown in Table 6.1.3.1-2.


In RLC specification [36.322], data available for transmission is defined as:

	4.5
Data available for transmission

For the purpose of MAC buffer status reporting, the UE shall consider the following as data available for transmission in the RLC layer:

-
RLC SDUs, or segments thereof, that have not yet been included in an RLC data PDU;

-
RLC data PDUs, or portions thereof, that are pending for retransmission (RLC AM).

In addition, if a STATUS PDU has been triggered and the status prohibit timer is not running or has expired, the UE shall estimate the size of the STATUS PDU that will be transmitted in the next transmission opportunity, and consider this as data available for transmission in the RLC layer.


So as commented already above, from a MAC viewpoint, what originates from RLC is data, regardless of whether it is an RLC status report only or PDCP PDUs processed by RLC. With two MAC entities agreed for DC, two independent BSR procedures run in parallel: one for the MCG handling the logical channels mapped to the MAC entity corresponding to the MeNB and another one for the SCG handling the logical channels mapped to the MAC entity corresponding to the SeNB. Reflecting RLC status PDUs in the BSR of the corresponding MAC entity does not seem to require additional mechanism: each MAC entity can rely on existing buffer size calculations. For UL split bearers, a joint buffer at PDCP is used. When an UL grant is received, a complete PDCP PDU is delivered to the corresponding RLC entity and that RLC entity handles the complete PDCP PDU. Once the PDCP PDU is delivered to the RLC layer and (at least part of it) is transmitted by the RLC layer, the retransmissions and the transmissions of the rest of the PDCP PDU is restricted to the peer RLC entity. The same applies to RLC status reports. Therefore, RLC SDUs or segments thereof that have not yet been included in a RLC data PDU, RLC data PDUs, or portions thereof that are pending for retransmission and RLC status report should be calculated as the data available for transmission to the corresponding MAC entity. In other words, at RLC, the existing definition of data available for transmission can be used for split bearers in uplink.

Observation 1: at RLC, the existing definition of data available for transmission can be used for split bearers in uplink.

Question 2: do companies agree with Observation 1 and if not, which additional mechanisms would be needed?

	Question 2: do companies agree with Observation 1 and if not, which additional mechanisms would be needed?

	Company
	Yes/No
	Comments

	Pantech
	Yes
	No additional mechanisms would be needed.

	Ericsson
	Yes
	Yes, we assume that the RLC restransmissions (if any) are locally done to the eNB similar to RLC status reports.

Note: It has been proposed (see R2-140367) that an approach with two PDCP buffers could be used so the assumption before Observation 3 “a joint buffer at PDCP is used.” would need to be discussed.

	Samsung 
	Yes
	

	Broadcom
	Yes
	

	Qualcomm
	Yes
	Any data in RLC is always handled by the corresponding MAC entity.

	Panasonic 
	Yes
	Nothing new/additional required.

	Nokia & NSN
	Yes
	

	Huawei, HiSilicon
	Yes
	The existing definition of data available for transmission can be applied per eNB, after the way of PDCP PDU being split is defined/configured and applied in UE.

	LGE
	Yes
	

	NEC
	Yes
	

	MediaTek
	Yes
	

	ZTE
	Yes
	

	ETRI
	Yes
	Current description on specification is sufficient.

	ITL
	Yes
	

	CMCC
	Yes
	

	ITRI
	Yes
	

	Alcatel-Lucent/Alcatel-Lucent Shanghai Bell
	Yes
	

	InterDigital
	Yes
	

	NTT DOCOMO
	Yes
	

	Kyocera
	Yes
	No additional mechanisms would be needed.

	Intel
	Yes
	

	CATT
	Yes
	


All companies agreed with the observation and thus, the following proposal can be made:
Proposal 2: to reflect RLC status PDUs in the BSR for uplink bearer split, no new mechanisms are introduced, each MAC entity can rely on existing buffer size calculations at RLC.

In PDCP specification [36.323], data available for transmission is defined as:

	4.5
Data available for transmission
For the purpose of MAC buffer status reporting, the UE shall consider PDCP Control PDUs, as well as the following as data available for transmission in the PDCP layer:

For SDUs for which no PDU has been submitted to lower layers:

· the SDU itself, if the SDU has not yet been processed by PDCP, or

· the PDU if the SDU has been processed by PDCP.

In addition, for radio bearers that are mapped on RLC AM, if the PDCP entity has previously performed the re-establishment procedure, the UE shall also consider the following as data available for transmission in the PDCP layer:

For SDUs for which a corresponding PDU has only been submitted to lower layers prior to the PDCP re-establishment, starting from the first SDU for which the delivery of the corresponding PDUs has not been confirmed by the lower layer, except the SDUs which are indicated as successfully delivered by the PDCP status report, if received:

· the SDU, if it has not yet been processed by PDCP, or

· the PDU once it has been processed by PDCP.


For the bearers that are served by one MAC entity only, the current definition of data available for transmission can apply at PDCP. For split bearer however, because the buffered data can be transmitted to either node depending on the grants received by the two MAC entities, several alternatives have been proposed:

1)
report the same amount of data identically to both eNBs (see for instance R2-140043); 

2)
report the data as being available for transmission towards one eNB only (see for instance R2-140656);

3)
tailor the report based on signalled ratio (see for instance R2-140408);

NOTE:
with ratios ranging from 0 to 100% for both logical channels, the 3rd alternative can be understood as allowing the two others i.e. 100% and 100% to achieve the first one, and 0% and 100% to achieve the 2nd one.
4)
report the amount of PDCP data as zero to both eNBs.
5)
report the data as being available for transmission towards one eNB only until it exceeds a threshold. If the available data is above the threshold, the exceeded amount of data is reported to the other eNB.
Question 3: which of the alternatives above do companies see as most suitable to calculate data available for transmission at PDCP for split bearers in uplink?

	Question 3: which of the alternatives above do companies see as most suitable to calculate data available for transmission at PDCP for split bearers in uplink?

	Company
	Solution
	Comments

	Pantech
	2
	Regarding 1),

The basic intention of UL bearer split is the enhancement of UL system throughput in dual connectivity. However, in system viewpoint, 1) would waste UL resource by redundant BSR, which would be against the basic intention. The reason why to be wasted is because eNB would double-grants UL resource to UE by the redundant BSR (double reporting).

Regarding 3),

One simple way is just equational calculation by ratio without consideration of data PDCP SDU segmentation or PDCP control PDUs. However, the ratio would not be satisfied efficiently if data PDCP SDU segmentation and PDCP control PDUs are considered. That is because PDCP control PDUs should not be segmented and data PDCP SDU segmentation could not be performed by exact configured ratio. Further, if PDCP SDU is segmented, additional PDCP header would happen and the overhead could degrade throughput enhancement. That is opposite to the intention of UL bearer split.

	Ericsson
	
	Analysis of the solutions:

Solution 1: Double reporting. The problem of this approach is risk of double scheduling and thus waste of resources. It has been argued that this can be solved by smart scheduling and coordination over X2. However, this is not really true. When the UE sends SR and BSR to the network, the network cannot know if data available in the buffer should be sent to one eNB only (e.g. RLC Status Report) or can be sent to any of the eNBs (e.g. new PDCP PDU). Thus the eNBs needs to schedule the UE blindly.

Solution 2: Reporting to only one eNB. If the target is to have efficient UL split, this does not work very well either as this solution would require lots of coordination over X2 (which has long delay). Also in this case, the problem is that the eNB cannot know if the data can be send only to one eNB (such as RLC Status report). 

Solution 3: depending on PDCP queue management (see question 10).

All in all, it seems that the current BSR scheme is not sufficient or efficient for the UL split bearer case. Some enhancements would be needed.

Regarding Solution 4: We do not understand how this would work. How would the BSR be triggered for example for a TCP ACK? How would the forwarding of packets from one PDCP entity to the two RLC entities work?

	Samsung
	2
	In our view, the question is exactly how solution 1 and 3 work.

For the solution 1, 

· Is X2 based information exchange assumed? If so, what kind of information? How eNB decide when to exchange the information? If not, how each ENB ensure that the UL grant is not wasted?

· In many cases, there would be only one or two PDCP SDUs at a time (TCP ACK in downlink heavy traffic bearer or TCP segment during ramp-up in uplink heavy traffic bearer). We are not sure how this situation can be handled. For example, one PDCP SDU of x byte arrives and reported to both ENBs. Then how ENB knows that x byte is for a single SDU and whether the other ENB has already served the SDU or not (i.e. implicit split does not work here. If SeNB granted a single byte transmission, remaining [x-1] byte shall be served by the SeNB)

For the solution 3,

· Let’s assume the split ratio is configured to x % and [100-x]%. Then what UE shall report when a PDCP SDU arrives to the buffer already storing n SDUs. The buffer status is determined based on the current buffer status only or on historically tracked status? The ratio is byte-based or SDU-based? If it is byte-based, how to ensure that an ENB does not schdueld a PDCP PDU when the PDCP PDU is forwarded to the RLC entity for the other ENB?

· Same concern as the second bullet of solution 1. How solution 3 works if only a single SDU is buffered?

If we go for the solution 2(We assume solution 2 here is no split of PDCP PDUs i.e. 0:100 or 100:0), we don’t need to bother with single SDU problem and don’t need X2 information exchange.

Given the limited time schedule for DC standardization, our proposal is to go for solution 2 in this release. In the later release, we can amend the mechanism with either solution 1 or 3.

	Broadcom
	3
	Solution 1: MeNB and SeNB need to coordinate uplink scheduling with the non-ideal backhaul X2 interface. We are not sure if it’s really feasible.

Another problem is that the network cannot know, for instance, whether a 1500-byte PDCP buffer size reflects a single PDCP SDU, which actually cannot be split, or smaller SDUs that can be split to two legs. More generally, the accuracy of the UL grants is in the order of 1500 bytes if the SDUs are of the typical IP frame size used in practice in high volume data transmission. This will result in frequent insufficient grants for one eNB and frequent padding for the other.

Solution 2: We have the same concern as solution 1.

Solution 3: The suitable solution would be to report a fixed portion of the pending uplink data in the BSR of the SeNB and the rest on the MeNB.

When PDCP SDUs are assigned to the eNBs already at the PDCP level, the BSRs will accurately reflect the needed transmission capacity in each uplink leg, so the network can provide the UE with UL grants that match the needs. The assignment of the PDCP SDUs to the two paths need not be completely rigid and the assigments can be changed if the link qualities force the network to give smaller than requested grants for one of the cell groups.

Solution 4: We understand this solution so that the UE PDCP submits the PDCP PDUs to the RLC so early that the BRS prodedures are based on the resulting RLC buffer status for each leg separately. This solution is close to solution 3 in the way of thinking, but the final decision on the path selection is made earlier while the selection in Solution 3 is provisional and can be changed if needed. Solution 4 is thus less flexible. On the other hand, flexilibity can be designed also to Solution 4 by clever UE implementation, so solution 4 may not be very different from Solution 3 in practice.

	Qualcomm
	3
	Ratio-based reporting alleviates the issue of double scheduling at the network. The further possible BSR inaccuracies when used for scheduling are also present in the current systems, and are not seen as significant impairment.

The other two approaches do not seem as good candidates as the approach 3. The first approach suffers from the double scheduling issue. In case of approach 2, if BSR is only triggered to a single eNB, BSR and scheduling coordination over X2 between eNBs would be required to achieve uplink bearer split gains. This incurs delays, especially over a non-ideal backhaul and, hence does not seem a viable solution in general.

	Panasonic
	3
	In option 3) the fixed ratio is applied in terms of bytes or PDCP PDUs. The latter one being used in order to avoid segmentation of PDCP PDUs. The two reporting options, i.e. ratio applied to bytes or PDCP PDUs, might on average not differ significantly for the case that many PDUs are transmitted beween two BSR reporting instances. Also it should be noted that there are already today BSR inaccuracies given by the granularity of the buffer size levels defined for the BSR MAC CE.

The other schemes (1 and 2) can be more inaccurate since the network will not be able to determine what part of the BO is from a split bearer since 

a) split bearer’s BO contribution would be hidden inside LCG and 

b) PDCP and RLC BO are summed while reporting

For details please see R2-140475. Also these schemes require X2 coordination on more frequent/ RT basis compared with 3).

	Nokia & NSN
	3 if both ratios can be 100%, 1 otherwise
	First we would like to point out two things:

1. Flow control for DL traffic will require some information exchange over X2 regardless of what we do with BSR for uplink.

2. We should not mix BSR reporting (a rough instantaneous measure of the UE buffers) with actual LCP.

Then, with respect to over-scheduling, one should realise that this would only happen when the UE buffers are empty i.e. at the end of the data spurt. Under-scheduling because of fixed ratios would however occur as long as data is sent and we think it is a much more serious issue than sporadic padding. The specification should allow a scheduler wishing to minimise under-scheduling to operate.

	Huawei, HiSilicon
	2
	Our understanding is that data here is PDCP data, not including RLC status report. Hence, in Solution 2, BSR for one eNB contains only RLC status report, and BSR for another eNB contains both RLC status report and PDCP data.

Solution 1: since RLC status report and PDCP data are not differentiated in BSR, it is not clear how smart scheduling can work, even if (frequent) X2 coordination between MeNB and SeNB is available, as eNBs can’t derive how much resource needs to be scheduled for the RLC status report, and in turn how eNBs’ resource can be coordinated for PDCP data. Instead, duplicate copies of both BSRs (including 100% PDCP data but respective RLC status report to MCG and SCG) seem to be needed in MeNB and SeNB, if some algorithm is to be applied to coordinate the scheduling on MeNB and SeNB.

We share the same concerns as Samsung for the solution 3, when the split ratio is not 0% vs. 100%. And there is further complexity implication in the BSR generation and update if a split bearer belongs to LCGs of different priorities in MCG and SCG. However, the RRC configuration can be more accommodative to PDCP data split by supporting split by ratios. For Rel.12, only the configuration of the combination of 0% and 100% is supported.

	LGE
	4 (first priority)

2 (second priority)
	We think the main issue in UL bearer split is whether we want to achieve uplink throughput or to keep a simple BSR operation. As a compromise between uplink throughput (UL PDCP data split) and simple BSR operation (UL PDCP data to one eNB), we propose a new simple solution in Alternative 4 supporting uplink throughput.

In alternative 4, PDCP data is not considered in BS calculation. It means that the UE reports only data available for transmission in RLC to each eNB. In most cases, the amount of uplink PDCP data is very small, e.g., TCP ACK (1 or 2 PDCP PDUs), hence it would not be a big problem not to report the amount of PDCP data. Even if the amount of uplink PDCP data is large, there may not be a big problem as long as the PDCP SDU is quickly delivered to RLC, which depends on the UE implementation. Note that other MAC operations such as BSR trigger are not impacted by Alt.4.

Alt. 4 can be seen as a special case of Alt.3 by setting 0% and 0% to each MAC entity, but it does not require any ratio signalling.

If Alt. 4 is not acceptable, we support Alt.2 in Rel-12 considering the limited time frame for Rel-12.

Answer to Ericsson’s comment: 

· BSR trigger: As we already mentioned, other MAC operations are not impacted by Alt.4, i.e., BSR is triggered in both MAC entities upon PDCP data arrival. When sending BSR, PDCP data available for transmission is considered as zero in BS calculation in both MAC entities.

· PDCP data delivery to RLC entity:To which RLC entity the UE delivers PDCP data is left up to UE implementation, e.g. having more uplink grants or less RLC data to transmit, etc. Note that selection of RLC entity is also UE implementation in Alt.1 and Alt.3a. Even in Alt.3b, selection of PDCP buffer is UE implementation.

	NEC
	
	We share the views of Samsung, Ericsson and Huawei on the issues of each solution. 

In general, if UL bearer split is support, not sure if solution1, 2, 3 can work, more clarification on details is needed. 

	MediaTek
	3 or 1
	If CG coordination is there, then 1 and 3 has similar performance (whether data provisioning is done at NW or UE). Even there is no coordination, solution 2 is still too conservative, underscheduling is more common than overscheduling. Simple mechanism can be added if overscheduling is a really a concern. 

For 4, how does the eNB know the amount PDCP PDU?

	ZTE
	3
	The main purpose for the new scheme is to report BSR accurately as much as possible. From this aspect we don’t think alt1 is good approach because we don’t think X2 interface is suitable for coordination of timely information like BSR. And it is not clear how both MeNB and SeNB can figure out more accurate information by exchanging the same amount of BSR information. And we don’t think alt4 is feasible solution by only assuming uplink throughput is low. If it is the case alt2 is better. In R12, general scheme like alt3 can be approved, but of course 0%~100% can be also discussed for R12 only just to save meeting time to finish the WI.

	ETRI
	3
	In option 1, coordination over X2 interface is needed to prevent from suffering double scheduling. However, this type of coordination could not be efficient mechanism for precise uplink scheduling, since non-ideal backhaul is considered as transport of X2 interface in Rel-12 SCE. 

Regarding option 2, we have similar concern described in option 1. Although it is true that option 3 has more complexity compared to option 2 and option 3, this approach could alleviate the issue of double scheduling. Thus we think the option 3 is more efficient mechanism than others. 

	ITL
	4 (slightly prefer)
	Basically, we support LGE's perspective. however, it is not clear that it is really not a big problem not to report the amount of PDCP data.

	CMCC
	3
	Generally, alternative 3 works better than 1 and 2. But how the split ratio is performed in UE needs further discussion. In our view, the calculation of split ratio should be in the unit of Bytes instead of PDU. When a UL PDCP PDU arrvies, UE decides which eNB the data belongs to based on in which way the result splitting ratio (consider all the previous PDCP PDUs as well as the new ones) is closer to the configured ratio (the UE should not perform segmentation of PDCP PDU).

	ITRI
	3
	With Solution 3), UL resource waste (due to double reporting) and resource scheduling inefficiency (due to X2 latency) can be avoided. NW may configure the ratios based on the load condition of MeNB and SeNB to improve UL throughput.

	Alcatel-Lucent/Alcatel-Lucent Shanghai Bell
	?
	We agree with Ericsson and others that all solutions have some issues involved and it is not clear whether it is possible to have one solution addressing all aspects of BSR when UL bearer split is considered.

	InterDigital
	1 or 3
	With alternative 1 the eNB’s provide the ratio which maybe slightly less accurate than alternative 3 since PDCP data can not be distinguished. If some aspects of 3 (i.e. granularity of RLC SDU’s, minimum RLC SDU threshold…) are found to be complex we could start with 100/0, 0/100, and 100/100 (effectively alternative 1) ratios as a baseline.

	NTT DOCOMO
	5
	We think that each alt has pros and cons:

Alt1/2 has some flexibility for eNB to schedule based on the scheduling coordination over X2, but overallocation may not be avoided, since BS reflects the amout of data including not only PDCP/RLC SDU but RLC control PDU.

Alt3 can avoid the overallocation more precisely, but the ratio should be set appropriately for higher UL Tput.

Another alternative is the similar approach to Alt2. UE evaluates the volume of the total PDCP PDUs, and unless it exceeds the threshold, UE reports BS toward only either eNB, otherwise the extra amount of data will be reported toward the other eNB. For example, UE is indicated “150kbyte” from eNB as the threshold and the amount of data is 60kbyte, UE reports BS only for SeNB. Then if the amount of data is 200kbyte, UE reports 50kbyte for MeNB and 150kbyte for SeNB. Theshold can be set e.g., based on the bandwidth delay product of TCP. 

	Kyocera
	3
	Alt 1 is a simpler way but it cannot take radio conditions of each CG into account. Therefore, radio resources wil be wasted. 

Alt 2 may achieve throughput gain under an ideal backhaul condition; however, for non-ideal backhaul, i.e. non-ideal X2 latency, Alt 2 will cause coordination delay between eNBs resulting in radio-condition-insensitive scheduling. 

Alt 3 is more complicated, but it’s expected to minimize waste of resources. We assume the ratio will be configured by RRC and/or additional mechanism to allocate it dynamically. 

	Intel
	?
	We agree with Ericsson, Samsung, and others on the concerns of various issues of all solutions, and wonder whether one solution can resolve the issues (like starvation) and achieving the UL throughput gain simultaneously.

	CATT
	2?
	Without UL bearer split, the UE can simply report the data at the PDCP layer to one eNB.

If the UL is supported, solution 1 and 2 would require the coordination between the MeNB and the SeNB for each BSR report via non-ideal backhaul so as to aovid the double scheduling. The UL UE throughput will decrease. For solution 3, we share the same concern as Samsung.


It should first be noted that the discussion originally started with only three proposals (two were added during the course of the discussion) and that 6 companies did not want to select a proposal questioning their feasibility. In addition, some companies seem to be mixing LCP and BSR.
NOTE:
it is essential not to mix BSR reporting (a rough instantaneous measure of the UE buffers) with actual LCP. Already today a logical channel group does not have to be configured as being part of an LCG. Does it mean this logical channel will never be scheduled in uplink? No, as this solely depends on logical channel priorities and prioritised bit rate. Similarly, a UE will never limit itself to the amount of data it has last indicated in a BSR.
1)
report the same amount of data identically to both eNBs : 3 companies.

2)
report the data as being available for transmission towards one eNB only : 5 companies.

3)
tailor the report based on signalled ratio : 11 companies.

4)
report the amount of PDCP data as zero to both eNBs : 2 companies.

5)
report the data as being available for transmission towards one eNB only until it exceeds a threshold. If the available data is above the threshold, the exceeded amount of data is reported to the other eNB : 1 company.

With ratios ranging from 0% to 100% for both MCG and SCG, alternatives 1, 2 and 4 are covered by the third alternative. The 5th alternative could be considered on top.
Proposal 3: ratios ranging from 0% to 100% of the buffered data at PDCP are configured to report the BSR in MCG and SCG. Threshold triggering the BSR above a fixed amount of data can also be considered.
4
Scheduling Requests
The original question, replies and suggested way forward for Scheduling Requests in email discussion 85#22 are given below [R2-141102].
With two MAC entities agreed for DC, two independent SR procedures run in parallel: one for the MCG handling the logical channels mapped to the MAC entity corresponding to the MeNB and another one for the SCG handling the logical channels mapped to the MAC entity corresponding to the SeNB. A scheduling request is triggered when a BSR is triggered but the UE has no uplink resources to transmit it [36.321]: 

	5.4.5
Buffer Status Reporting

[…]

If the Buffer Status reporting procedure determines that at least one BSR has been triggered and not cancelled:

-
if the UE has UL resources allocated for new transmission for this TTI:

-
instruct the Multiplexing and Assembly procedure to generate the BSR MAC control element(s);

-
start or restart periodicBSR-Timer except when all the generated BSRs are Truncated BSRs;

-
start or restart retxBSR-Timer.

-
else if a Regular BSR has been triggered:

-
if an uplink grant is not configured or the Regular BSR was not triggered due to data becoming available for transmission for a logical channel for which logical channel SR masking (logicalChannelSR-Mask) is setup by upper layers:

-
a Scheduling Request shall be triggered.

[…]


For split bearers in uplink, because a common PDCP buffer is shared between the two MAC entities, data arrival on a split bearer may trigger two SRs from the two MAC entities. The same alternatives as above are possible and the question becomes:

Question 4: for uplink bearer split, are additional SR mechanisms to handle PDCP PDUs required in addition to what is anyway needed to handle RLC status reports for downlink bearer split, and if so which ones?

	Question 4: for uplink bearer split, are additional SR mechanisms to handle PDCP PDUs required in addition to what is anyway needed to handle RLC status reports for downlink bearer split, and if so which ones?

	Company
	Yes/No
	Comments

	Pantech
	No
	Same reason as the response for Q7

	Ericsson
	No
	We think that it is that SRs should depend on triggered BSRs, not about uplink split.

	Samsung
	No
	

	Broadcom
	No
	

	Qualcomm
	No
	For uplink bearer split, sending separate SR triggered by the same BSR can lead to double scheduling when the buffer size is small.  As described in the reference for approach 3 in Q7, the double scheduling problem can be avoided by applying a threshold when triggering the BSR, in which case no new SR mechanisms are necessary. 

	Panasonic
	No
	

	Nokia & NSN
	No
	As a starting point.

	Huawei, HiSilicon
	No
	As BSR also contains information for non-split bearer (whether MCG bearer in MeNB or SCG bearer in SeNB), the impact of the existence of split bearer is absorbed in the BSR generation. Hence, there is no need of special SR mechanism just for split bearer.

	LGE
	No
	No additional SR mechanism is required.

	NEC
	No
	

	MediaTek
	No
	

	ZTE
	No
	

	ETRI
	No
	There is no need to introduce additional SR mechanism for uplink bearer split.

	ITL
	No
	

	CMCC
	No
	

	ITRI
	No
	We don’t need additional SR mechanism to handle PDCP PDUs.

	Alcatel-Lucent/ Alcatel-Lucent Shanghai Bell
	No
	Not seen a reason for addiotnal SR mechanisum.

	InterDigital
	No
	

	NTT DOCOMO
	No
	We think that for UL bearer split, a mechanism such as Alt3 (threshold evaluation) is needed as a part of BSR mechanism (see our anwer to Q6).

	Kyocera
	No
	Same reason as the response for Q7

	Intel
	No
	

	CATT
	No
	Independent SR triggering is sufficient.


All companies agreed that no new mechanims are required.

Proposal 4: no changes are brought to the BSR/SR triggering mechanisms to handle the arrival of PDCP PDUs for UL split bearers.

5
Conclusion
Based on email discussion 85#22, four proposals for the standardisation of uplink bearer split were made:

Proposal 1: separate buckets can also be used for uplink bearer split.
Proposal 2: to reflect RLC status PDUs in the BSR for uplink bearer split, no new mechanisms are introduced, each MAC entity can rely on existing buffer size calculations at RLC.

Proposal 3: ratios ranging from 0% to 100% of the buffered data at PDCP are configured to report the BSR in MCG and SCG. Threshold triggering the BSR above a fixed amount of data can also be considered.
Proposal 4: no changes are brought to the BSR/SR triggering mechanisms to handle the arrival of PDCP PDUs for UL split bearers.




