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1 Introduction

In this contribution we discuss remaining UE capability issue of the total L2 buffer size for UEs supporting split bearers in Dual Connectivity.
In RAN2#88 it was agreed:

=>
RAN2 assumes that the buffer size with DC will need to be increased. Can discuss further how much we need to increase.

In the following we confirm this assumption by simulation results and continue the discussion how much the L2 buffer size should be increased.

2 Dimensioning of L2 buffer size for split bearers
The total L2 buffer sizes are currently defined per UE category as UE capabilities in [1]. Typically the following dimensioning guideline, as proposed in [2], had been used: 

Minimum RLC buffer size = MaxDLDataRate * RoundTripTime  + MaxULDataRate * RoundTripTime 

By this rule the required RLC (reordering) buffer size for a download with the given speed and a maximum reordering round trip time is estimated. As a reasonable value for the RLC RoundTripTime ~75ms has been assumed, i.e. considering the case where one RLC retransmission is needed. The MaxDLDataRate and MaxULDataRate are defined as parameters for each UE category. 
In dual connectivity, for split bearers, two RLC entities with independent reordering buffers exist. PDCP carries out additional reordering among delivered PDUs from these different RLC entities. These deliveries might be out of order due to the difference between MeNB RLC RTT and packet delay via the SeNB link, consisting of X2 delay, additional queuing in the SeNB transmitter and SeNB RLC RTT. 
Figure 1 below illustrates how the needed L2 buffer size can be dimensioned for dual connectivity.
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Figure 1: Illustration of L2 buffer in dual connectivity.

For the downlink, we assume that all PDUs in Figure 1 are transmitted simultaneously from MeNB PDCP point of view. Thereby, we estimate the maximum delay of a PDU sent via SCG, compared to a PDU sent via MCG, to be X2 delay + Queuing delay in SeNB + SeNB RLC RoundTripTime. During this time the UE receives already PDUs from the MCG, which it needs to buffer while waiting for a PDU from the SeNB, i.e. it will receive and buffer MaxDLDataRate_MeNB * (X2 delay + Queuing delay SeNB + RoundTripTime) bytes. Additionally, PDUs received out of sequence via SCG also need to be buffered, those might be up to MaxDLDataRate_SeNB * RoundTripTime. Thus we propose to calculate the minimum L2 buffer size:
Proposal 1 The minimum total L2 buffer size for a UE supporting split bearers is estimated by MaxULDataRate * RTT + MaxDLDataRate_SeNB * RTT + MaxDLDataRate_MeNB * (RTT + X2 delay + Queuing in SeNB). 
As each RLC entity acts independently from each other in dual connectivity, we propose also to use the previous assumption of 75ms as RLC RTT value. When it comes to the X2 delay, we propose to employ the value of 30ms as assumed during the study item phase for any backhaul [4]. 
The additional queuing delay in the SeNB is a design parameter of the flow control between MeNB and SeNB. It depends on the wanted SeNB buffer fill state targeted by the flow control, so that in case of SeNB bitrate increases, or in case of backhaul throughput decreases, the SeNB buffer does not run empty. It is typically chosen to be a multiple of the estimated backhaul latency, e.g. 3 times the X2 delay is a typical value. Thus, a delay assumption of 100ms, as observed in [3], seems also reasonable to us. 
Proposal 2 To estimate the minimum total L2 buffer size for the UE, consider the following assumptions: RLC RTT = 75ms, maximum X2 delay = 30ms, maximum additional queuing in SeNB = 100ms. 
3 Capability per UE category
Assuming that the split bearer operation of dual connectivity can be implemented by UEs of all existing categories except Cat.0, we can base the calculation of the total L2 buffer size per category on the “Maximum number of DL-SCH transport block bits received within a TTI” as given in Table 4.1-1 and Table 4.1-2 from [1] (and also shown in the Annex). “Maximum number of DL-SCH transport block bits received within a TTI” defines the upper limit of bits received among all potentially aggregated carriers. In dual connectivity this capability needs to be shared among bits received from MeNB and SeNB. The question is how this bitrate limit is distributed among the carriers of MeNB and SeNB. 
In the worst case, the most of carriers would be allocated to the MeNB. In such case, the L2 buffer size requirement would be largest. However, to have a tradeoff between the L2 buffer size requirement and configuration flexibility we propose to apply  an even share, if possible. And for UE categories supporting an uneven maximum amount of carriers, we propose to prioritize the MeNB, i.e. to assume that it uses one more carrier than the SeNB. The assumed distribution of the carriers is shown in the Annex. By this way we ensure that also in such scenarios sufficient L2 buffer is available to efficiently operate a split bearer with high throughput. 
Proposal 3 Reuse the existing “Maximum number of DL-SCH transport bits transmitted in one TTI” and distribute them evenly among MeNB and SeNB. In case of UE categories associated with an uneven number of carriers, prioritize the MeNB by assuming it has one more carrier assigned than the SeNB in the calculation.
As uplink bearer split is not supported in dual connectivity in Rel-12, we consider the entire “Maximum number of UL-SCH transport block bits transmitted within a TTI” as the MaxULDataRate for the calculation.
Taking all previous assumptions and proposals into considerations, the following numerical values for the total layer 2 buffer size are calculated. 
Table 2: Total layer 2 buffer sizes set by the field ue-Category

	UE Category
	Total layer 2 buffer size [bytes]
	Total layer 2 buffer size [bytes] for UEs supporting  split bearers


	Category 0
	20 000
	N/A

	Category 1
	150 000
	230 000

	Category 2
	700 000
	1 100 000

	Category 3
	1 400 000
	2 300 000

	Category 4
	1 900 000
	3 100 000

	Category 5
	3 500 000
	5 900 000

	Category 6
	3 300 000
	5 800 000

	Category 7
	3 800 000
	6 200 000

	Category 8
	42 200 000
	71 400 000

	Category 9
	4 800 000
	9 600 000

	Category 10
	5 200 000
	10 100 000

	Category 11
	6 200 000
	12 700 000

	Category 12
	6 700 000
	13 100 000

	Category 13
	4 200 000
	7 300 000

	Category 14
	4 700 000
	7 800 000

	Category 15
	50 800 000
	88 900 000


Proposal 4 Adopt the numerical values calculated for the total layer 2 buffer size for UE supporting split bearers, as given in Table 2 (assumption MeNB prioritized (red)).
4 Evaluation

In the following we evaluate the proposals of the L2 buffer size based on simulation and exemplary for a UE of Category 5. We compare the application layer object bitrate for an FTP download of a large file in a protocol simulator with a single UE.
The maximum assumed downlink bitrate is 300Mbit/s in case of single connectivity, or MeNB 150Mbit/s and SeNB 150Mbit/s in case of dual connectivity. The backhaul delay is assumed to have a 30ms static delay. For HARQ, the following BLEPs are assumed [0.2 for first transmission, 0.1 for first retransmission etc., 0.05, 0.01], NackToAck=0.05. The RLC poll bit is set every 45ms. For dual connectivity, two cases of SeNB channels are modelled, a fixed channel providing always the maximum bitrate, and a channel with a changing bitrate, i.e. a periodical pattern of 0.5s full bitrate, 0.5s half bitrate etc.

Furthermore, we evaluate also the impact of different PDCP SN number spaces, 12bit and 15bit respectively (PDU size 1500byte). The simulation results, i.e. the resulting FTP download object bitrates, for different L2 buffer sizes are shown in Figure 2. 
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Figure 2: FTP achievable download object bitrate dependency on different L2 buffer sizes.

First, it becomes obvious from Figure 2 that the achievable object bitrate is limited for low L2 buffer sizes, increases for higher L2 buffer sizes until it goes into saturation, i.e. when the buffer size is sufficient. For legacy single connectivity Cat 5 UE, this is the case at ~4MB in the given simulation (specified minimum buffer size: 3.5MB). For dual connectivity, it is the case at ~7MB for both a constant SeNB bitrate and a varying SeNB bitrate. It verifies the need for increased buffer sizes in DC and evaluates the proposed numerical value of ~6MB to be estimated properly, however, also to be a rather conservative choice.
It becomes also apparent from the simulation results that not only the L2 buffer size is a limiting factor for the achievable end-to-end throughput, but also the sequence number space of PDCP, since the PDCP transmitter needs to limit the SNs in flight to be of less than half the SN space, in order to avoid HFN de-synch in the receiver. Hence, it needs to be ensured that the PDCP SN space is large enough for UEs supporting split bearers. Currently, the SN length of 15 bits seems sufficient, but is optional according to TS 36.306 [1]. We should make sure that it is mandatory instead for UEs supporting split bearers.

Proposal 5 PDCP SN space of 15 bits should be mandatory for UEs supporting split bearers.
5 Conclusion

Based on the discussion above we list the following proposals for the L2 buffer sizes for split bearers in dual connectivity.
Proposal 1
The minimum total L2 buffer size for a UE supporting split bearers is estimated by MaxULDataRate * RTT + MaxDLDataRate_SeNB * RTT + MaxDLDataRate_MeNB * (RTT + X2 delay + Queuing in SeNB).
Proposal 2
To estimate the minimum total L2 buffer size for the UE, consider the following assumptions: RLC RTT = 75ms, maximum X2 delay = 30ms, maximum additional queuing in SeNB = 100ms.
Proposal 3
Reuse the existing “Maximum number of DL-SCH transport bits transmitted in one TTI” and distribute them evenly among MeNB and SeNB. In case of UE categories associated with an uneven number of carriers, prioritize the MeNB by assuming it has one more carrier assigned than the SeNB in the calculation.
Proposal 4
Adopt the numerical values calculated for the total layer 2 buffer size for UE supporting split bearers, as given in Table 2 (assumption MeNB prioritized (red)).
Proposal 5
PDCP SN space of 15 bits should be mandatory for UEs supporting split bearers.


Changes resulting from our proposals are implemented in the CR [5].
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7 Annex
From [1]: Table 4.1-1: Downlink physical layer parameter values set by the field ue-Category

	UE Category
	Maximum number of DL-SCH transport block bits received within a TTI (Note 1)
	Maximum number of bits of a DL-SCH transport block received within a TTI
	Total number of soft channel bits
	Maximum number of supported layers for spatial multiplexing in DL
	Comments on assumption for L2 buffer size calculation: how maximum DL bitrate is distributed among MeNB and SeNB

	Category 0 (Note 2)
	1000
	1000
	25344
	1
	Not applicable to DC

	Category 1
	10296
	10296
	250368
	1
	Assuming 1 MeNB & 1 SeNB 10 MHz carrier

	Category 2
	51024
	51024
	1237248
	2
	Assuming 1 MeNB & 1 SeNB 10 MHz carrier

	Category 3
	102048
	75376
	1237248
	2
	Assuming 1 MeNB & 1 SeNB 10 MHz carrier

	Category 4
	150752
	75376
	1827072
	2
	Assuming 1 MeNB & 1 SeNB 10 MHz carrier

	Category 5
	299552
	149776
	3667200
	4
	Assuming 1 MeNB & 1 SeNB 10 MHz carrier

	Category 6
	301504
	149776 (4 layers)

75376 (2 layers)
	3654144
	2 or 4
	Assuming 1 MeNB & 1 SeNB 20 MHz carrier

	Category 7
	301504
	149776 (4 layers)

75376 (2 layers)
	3654144
	2 or 4
	Assuming 1 MeNB & 1 SeNB 20 MHz carrier

	Category 8
	2998560
	299856
	35982720
	8
	Assuming 3 MeNB & 2 SeNB 20 MHz carriers

	Category 9
	452256
	149776 (4 layers)

75376 (2 layers)
	5481216
	2 or 4
	Assuming 2 MeNB & 1 SeNB 20 MHz carriers

	Category 10
	452256
	149776 (4 layers)

75376 (2 layers)
	5481216
	2 or 4
	Assuming 2 MeNB & 1 SeNB 20 MHz carriers

	Category 11
	603008
	149776 (4 layers, 64QAM)
195816 (4 layers, 256QAM)
75376 (2 layers, 64QAM)
97896 (2 layers, 256QAM)
	7308288
	2 or 4
	Assuming 2 MeNB & 2 SeNB 20 MHz carriers (64QAM)

	Category 12
	603008
	149776 (4 layers, 64QAM)
195816 (4 layers, 256QAM)
75376 (2 layers, 64QAM)
97896 (2 layers, 256QAM)
	7308288
	2 or 4
	Assuming 2 MeNB & 2 SeNB 20 MHz carriers (64QAM)

	Category 13
	391632
	195816 (4 layers)
97896 (2 layers)
	3654144
	2 or 4
	Assuming 1 MeNB & 1 SeNB 20 MHz carrier (265QAM)

	Category 14
	391632
	195816 (4 layers)
97896 (2 layers)
	3654144
	2 or 4
	Assuming 1 MeNB & 1 SeNB 20 MHz carrier (265QAM)

	Category 15
	3916560
	391656
	47431680
	8
	Assuming 3 MeNB & 2 SeNB 20 MHz carriers (265QAM)

	NOTE 1:
In carrier aggregation operation, the DL-SCH processing capability can be shared by the UE with that of MCH received from a serving cell. If the total eNB scheduling for DL-SCH and an MCH in one serving cell at a given TTI is larger than the defined processing capability, the prioritization between DL-SCH and MCH is left up to UE implementation.
NOTE 2:
Within one TTI, a UE indicating category 0 shall be able to receive up to 1000 bits for a transport block associated with C-RNTI/Semi-Persistent Scheduling C-RNTI/P-RNTI/SI-RNTI/RA-RNTI and up to 2216 bits for another transport block associated with P-RNTI/SI-RNTI/RA-RNTI
	


From [1]: Table 4.1-2: Uplink physical layer parameter values set by the field ue-Category

	UE Category
	Maximum number of UL-SCH transport block bits transmitted within a TTI
	Maximum number of bits of an UL-SCH transport block transmitted within a TTI
	Support for 64QAM in UL

	Category 0
	1000
	1000
	No

	Category 1
	5160
	5160
	No

	Category 2
	25456
	25456
	No

	Category 3
	51024
	51024
	No

	Category 4
	51024
	51024
	No

	Category 5
	75376
	75376
	Yes

	Category 6
	51024
	51024
	No

	Category 7
	102048
	51024
	No

	Category 8
	1497760
	149776
	Yes

	Category 9
	51024
	51024
	No

	Category 10
	102048
	51024
	No

	Category 11
	51024
	51024
	No

	Category 12
	102048
	51024
	No

	Category 13
	51024
	51024
	No

	Category 14
	102048
	51024
	No

	Category 15
	1497760
	149776
	Yes
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