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1. Introduction
It has been agreed at RAN2#86 that for split bearer operation, PDCP entity should store PDCP PDUs in the reordering buffer, and perform deciphering when outputting the PDUs to higher function blocks.
In this contribution, we propose instead to have PDCP decipher first and then store PDCP SDUs in the reordering buffer. We show that this both simplifies the specification and enables a better UE implementation.

2. Discussion
Why Store ( Decipher order was chosen
In RAN2#86, that decision was taken following presentation of [2], by show of hands.
However, the only reason stated in [2] is 
“Moreover, in order not to cause any potential HFN de-synch problem, it would be better to perform PDCP reordering before deciphering.”
In our understanding, this is not a valid reason – maybe due to a misunderstanding. HFN (hence COUNT) determination has to be performed first with both options – and will be performed the same way. If it is not correct (for instance because transmitter has sent more than half PDCP SN space in flight), it will impact both options the same way. 

That is to say, the reordering (deciding the relative order if incoming PDCP PDUs) has to be performed first for both options. This is no different from legacy PDCP PDU handling: first operation is to derive HFN (hence COUNT) in order to decide next steps.
Why Store ( Decipher order was kept
It was noted that from legacy operation, PDCP has to store header-decompressed SDUs.
By performing store ( decipher for reordering buffer implementation, PDCP has also to store PDUs, in addition (and possibly concurrently) to header-decompressed SDUs.
It was argued that performing decipher ( store instead would not help in this matter, since PDCP would have to store header-decompressed SDUs, along with header-compressed. Hence there was no reason to revert the decision.
Why Decipher ( Store order is preferred
We detail below why we think that Decipher ( Store order is preferable.

1) As explained in our initial contribution [1], the main reason is to avoid burst deciphering, i.e. to smooth the deciphering processing load over the time. This is a common principle in embedded system design.
It has been argued that burst deciphering is already happening in legacy, due to RLC HARQ/ARQ mechanism. That is correct, though, it would still be beneficial to avoid it when it can be avoided. As indicated in [1], the scenarios in which it will occur are significantly different, basically:
· RLC HARQ/ARQ related “burst deciphering”: more likely in poor radio conditions, expected throughput is low 
· PDCP reordering related “burst deciphering”: as soon as DC is configured (and PDUs sent through both links), expected throughput is high
It can be discussed whether the impact of PDCP reordering related “burst deciphering” would be higher than the one of RLC HARQ/ARQ related “burst deciphering”. This actually depends of the considered scenario. It can be evaluated by considering the delayed processing time of the incoming PDCP PDUs, as well as the rate of such PDUs. The worst cases could be whenever a PDCP PDU expected from SeNB is dropped (either on X2 or due to AQM on network side), leading to the reordering timer expiry:
· RLC HARQ/ARQ: 
· delay Darq: typically 8 up to 40ms for HARQ, 75ms for ARQ; 
· rate Rarq ~ TParq/1500B
· PDCP reordering

· delay Dreord: typically 20ms, up to TreorderingMax= 150 ms; (?) (Treordering values have not yet been discussed)
· rate Rreord ~ TPreord/1500B
It could be expected that Rreord ~5 * Rarq , and Dreord ~2 * Darq. 
With these assumptions, “burst deciphering” worst case issues could be ~10 times more severe with PDCP reordering rather than with RLC HARQ/ARQ.
2) We notice that this mode of operation is more aligned with legacy operation, since incoming PDCP PDUs are handled the same way (COUNT determination, followed by deciphering). Moreover, as RoHC is not supported in Rel-12 – and may never be supported for split bearers, UE would end up with storing SDUs just as during re-establishment. This clearly simplify and streamline the implementation.
3) Finally, the proposal simplifies the specification. The annex contains a TP proposal based on the running PDCP CR [3], highlighting the differences with the baseline, and keeping the RoHC compatibility (obviously if it is removed, the simplification is even more important).
Hence the proposal remains compatible with enabling RoHC for split bearers in a future release of the specification. In such a case, PDCP would store compressed SDUs in the reordering buffer, along with uncompressed SDUs from legacy operation.

3. Conclusion 
It is proposed to discuss and agree on the following:
Proposal 1: During split bearer continuous operation in PDCP, upon reception of a PDCP PDU from lower layers, PDCP shall determine COUNT value, decipher the PDCP PDU and store the resulting SDU in the reordering buffer.
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5.1.2.1.4.1
Procedures when a PDCP PDU is received from the lower layers
For DRBs mapped on RLC AM, when PDCP PDU reordering function is used, at reception of a PDCP Data PDU from lower layers, the UE shall:
-
if received PDCP SN – Last_Submitted_PDCP_RX_SN > Reordering_Window or 0 <= Last_Submitted_PDCP_RX_SN – received PDCP SN < Reordering_Window:
-
discard the PDCP PDU;
-
else if Next_PDCP_RX_SN – received PDCP SN > Reordering_Window:

-
increment RX_HFN by one;

-
associate COUNT based on RX_HFN and the received PDCP SN for deciphering the PDCP PDU;

-
set Next_PDCP_RX_SN to the received PDCP SN + 1;

-
else if received PDCP SN – Next_PDCP_RX_SN >= Reordering_Window:

-
associate COUNT based on RX_HFN – 1 and the received PDCP SN for deciphering the PDCP PDU;

-
else if received PDCP SN >= Next_PDCP_RX_SN:

-
associate COUNT based on RX_HFN and the received PDCP SN for deciphering the PDCP PDU;

-
set Next_PDCP_RX_SN to the received PDCP SN + 1;

-
if Next_PDCP_RX_SN is larger than Maximum_PDCP_SN:

-
set Next_PDCP_RX_SN to 0;

-
increment RX_HFN by one;

-
else if received PDCP SN < Next_PDCP_RX_SN:

-
associate COUNT based on RX_HFN and the received PDCP SN for deciphering the PDCP PDU;
-
if the PDCP PDU has not been discarded in the above:
-
if a PDCP PDU or SDU with the same PDCP SN is stored:
-
discard the PDCP PDU;
-
else:

-
perform deciphering of the PDCP PDU and store the resulting PDCP SDU;
-
if received PDCP SN = Last_Submitted_PDCP_RX_SN + 1 or received PDCP SN = Last_Submitted_PDCP_RX_SN – Maximum_PDCP_SN:
-
perform deciphering and header decompression (if configured) as specified in the subclauses 5.6 and 5.5.5, respectively, if not already performed, in ascending order of the associated COUNT value, and deliver to upper layers:
-
all stored PDCP PDU(s) and SDU(s) with consecutively associated COUNT value(s) starting from the COUNT value associated with the received PDCP PDU;
-
set Last_Submitted_PDCP_RX_SN to the PDCP SN of the last PDCP SDU delivered to upper layers;
-
if reorderingTimer is running:

-
if the PDCP SDU with Reordering_PDCP_RX_COUNT – 1 has been delivered to upper layers:
-
stop and reset reorderingTimer;

-
if reorderingTimer is not running (includes the case when reorderingTimer is stopped due to actions above):
-
if there is at least one stored PDCP PDU(s) or PDCP SDU(s):
-
start reorderingTimer;
-
set Reordering_PDCP_RX_COUNT to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN.
5.1.2.1.4.2
Procedures when reorderingTimer expires

When reorderingTimer expires, the UE shall:

-
perform deciphering and header decompression (if configured) as specified in the subclauses 5.6 and 5.5.5, respectively, if not already performed, in ascending order of the associated COUNT value, and deliver to upper layers:
-
all stored PDCP PDU(s) and SDU(s) with associated COUNT value(s) less than Reordering_PDCP_RX_COUNT;
-
all stored PDCP PDU(s) and SDU(s) with consecutively associated COUNT value(s) starting from Reordering_PDCP_RX_COUNT;

-
set Last_Submitted_PDCP_RX_SN to the PDCP SN of the last PDCP SDU delivered to upper layers;
-
if there is at least one stored PDCP PDU(s) or PDCP SDU(s):
-
start reorderingTimer;
-
set Reordering_PDCP_RX_COUNT to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN.
Next Modified Subclause

5.2.2.1a
Procedures for DRBs mapped on RLC AM while PDCP PDU reordering function is used

When upper layers request a PDCP re-establishment while PDCP PDU reordering function is used, the UE shall:

-
process the PDCP Data PDU(s) that are received from lower layers due to the re-establishment of the lower layers, as specified in the subclause 5.1.2.1.4;
-
if the PDCP entity is to be associated with one AM RLC entity after PDCP re-establishment:
-
stop and reset reorderingTimer;

-
perform deciphering and header decompression (if configured) as specified in the subclauses 5.6 and 5.5.5, respectively, for all stored PDCP PDU(s) and SDU(s), if not already performed, in ascending order of the associated COUNT value;

-
reset the header compression protocol for downlink and start with NC state in U-mode (if configured) [9] [11];
-
apply the ciphering algorithm and key provided by upper layers during the re-establishment procedure.

