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1
Introduction

After the RAN#65 meeting, a new Rel-13 HSPA Study Item was agreed aiming at DL enhancements and in particular at “investigating mechanisms to enhance downlink signalling performance on overhead and latency, especially for the case of RRC state transition and parameter updating.”  

In R2-144409, we presented some performance numbers on how many state transitions occur upon the reception of data, recorded as a trace file from the real life applications. Due to the bursty nature and large variations in the packet sizes,  it is not possible to assume that a UE will spend most of its time either in DCH or FACH/PCH state. Instead, constant state transitions between the DCH, FACH, and PCH states occur. As suggested in R2-144409, one way to alleviate signalling burden from  constant state transitions is to consider an approach when a UE would move autonomously to a more power efficient state without explicit RRC signalling. This document contains text proposal for this concept.

2
Text proposal

<----------------------------------------------------- TP START ----------------------------------------------------------------->

5.2
Downlink signalling performance enhancements

5.2.x
Autonomous state transition

5.2.x.1

Background and motivation

Even though the HSPA wireless technology has a feature called enhanced DL/UL for CELL_FACH, which allows a UE to stay longer in the power efficient CELL_FACH state, there are still many cases when a UE has to be moved to the CELL_DCH state. One of the most common reasons is when a mobile phone receives or sends large volumes of data. It results in constant ping-pongs between different states, in particular between CELL_DCH / CELL_FACH and  CELL_FACH / CELL_PCH. In turn, it creates signalling problems at the RNC side that resorts for moving a UE constantly between the aforementioned states.
Here we present some results on how many state transitions a UE could experience upon receiving the application level data, which was recoded from RAN. We assume that the operator enables DCH, FACH, and PCH states, and the UE supports enhanced DL and UL in the FACH state. The network can move a UE between the aforementioned states; for the sake of simplicity, the direct transition from DCH to PCH was disabled. The network moves a UE from FACH to DCH if the buffer size exceeds the threshold of 5 Kbytes. If the UE buffer stays smaller than 5 Kbyte for at least 5 seconds, then it is moved back to FACH. The same timeout of 5 seconds is used to move a UE to PCH. 
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Figure 5.2.x.1-1: Recorded application traffic traces

Figure 5.2.x.1-1 presents two traffic traces we inject into the state simulator. As can be seen, the first one is a shorter trace with only a few large bursts of data, whereas the second one represents the longer interaction with a number of periods of inactivity and bursty data transmissions. Despite these differences, these two traffic sources share common characteristics, as summarized in Table 5.2.x.1-1 and Table 5.2.x.1-2. In particular, the share of the time a UE spends in each state is quite similar. Furthermore, as can be seen from Table 5.2.x.1-2, the state transition intensity is almost identical for both sources.  

Table 5.2.x.1-1: RRC state summary.

	Trace
	DCH time [%]
	FACH time [%]
	PCH time [%]
	RRC transition time [%]

	Trace 1
	9.6
	17.8
	71.4
	1.3

	Trace 2
	6.6
	27
	64.7
	1.7


Table 5.2.x.1-2: RRC state transition summary.

	Trace 
	DCH->FACH
	FACH->DCH
	FACH->PCH
	PCH->FACH
	Total
	1/s

	Trace 1
	2
	3
	10
	10
	26
	0.07

	Trace 2
	35
	35
	112
	112
	294
	0.08


One of the most important findings is that one see clearly state transition ping-pongs for DCH and FACH, and for FACH and PCH. Indeed, once a UE enters PCH, it sooner or later will move to FACH. In turn, the FACH state capacity maybe not enough and a UE will be moved to DCH, from which it will sooner or later transit back to FACH. So, regardless of the traffic profile, there are constant state transition ping-pongs, with the only difference is whether they are mostly between DCH and FACH, or between FACH and PCH, which is governed by a particular application type. 
It bears mentioning that state transition is typically accomplished by exchanging RRC messages such RADIO BEARER RECONFIGURATION and RADIO BEARER RECONFIGURATION COMPLETE, each of which also triggers the RLCACK. Thus, constant state transitions will result in a constant signalling load due to exchange of the aforementioned messages. It is also worth noting that smartphones can implement a special indication to the network, called signalling connection release indication (SCRI), which asks to move a UE to a more power efficient state. A typical network reaction to such a request is to re-configure a UE immediately to a more power efficient state. As follows from Figure 5.2.x.1-2, it results in even more messages exchanged between a UE and RNC.
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Figure 5.2.x.1-2: State transition with SCRI.
5.2.x.2

Autonomous state transition details

In the legacy networks, the network has to send explicitly the RRC message to move a UE into a more power efficient state, e.g., CELL_FACH or CELL_PCH. Practically, the RNC runs an internal inactivity timer, upon expiry of which an appropriate sequence of the RRC messages is triggered. To optimize this case, it is possible to signal that timer to a UE, so that the latter moves autonomously to a new state upon its expiry as presented in Figure 5.2.x.2-1.

From the practical and implementation point of view of the dedicated RRC signalling, there is almost no difference between moving a UE to PCH from either DCH or FACH.  The network can signal the inactivity timer value, which will be reset upon any data activity. Upon its inactivity timer expiry, a UE will move autonomously to the PCH state. The same principle could be also considered for the DCH to FACH transition. As presented in section 2, since we cannot predict traffic type, which can be almost anything, moving a UE to the CELL_DCH state is almost inevitable, which allows for exploiting autonomous state transition back to FACH.  
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Figure 5.2.x.2-1: Autonomous state transition.

Autonomous state transition is also applicable for a case when a UE sends the SCRI message. In this case, if configured so by the network a UE can either immediately move to a pre-configured power efficient state (asynchronous state transition) or a UE can include a certain CFN in the SCRI message  indicating the exact moment of time when the state transition will take place (achieving a synchronous state transition).
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Figure 5.2.x.2-2: Autonomous state transition after SCRI.
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