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1
Introduction
At RAN#64, a new Work Item on ‘Group Call eMBMS Congestion Management’ was agreed in RP-141035. This document aims to progress and hopefully lead to an agreed way forward in RAN2 on this topic for Release 12 in accordance with the LSs received from RAN3 (R3-142611) and SA2 (S2-143743). 

2
Background and rationale
Scenarios
RAN3 looked at the following scenarios for congestion management:
· Scenario 1: Enabling efficient utilization of MBSFN subframes and avoiding service disruption e.g. by re-directing talk groups (identified by TMGI) to unicast 
· Scenario 2: Radio capacity overload leading to service disruption
Rationale

In general for Public Safety Group Calls the traffic for each talk-group is likely to be low (1%) activity factor. Therefore, multiple MBMS sessions (typically one per talk group) would need to be mapped to the MBMS radio resource, and there would be some estimation of how many sessions to map to the same P-MCH resource based on statistical multiplexing factors along with the per-session activity factor. 

Due to this low activity factor, in many cases a single MBMSFN subframe may be sufficient to handle Public Safety resources in a cell. To avoid wasting the reserved capacity, it would be useful to increase the probability of “almost filling up” this resource by mapping enough MBMS sessions to it. Possibly this would start with the talk-groups (c.f. MBMS sessions) with “high” numbers of users in the area (MBSFN area and/or cell) and, if there is deemed to be sufficient resource left, adding other talk-groups with “lower” numbers of users.
With such an approach there is an increased risk that a complete overload of the MBMS resources may occur, and packets may get dropped. In such a situation, the interrupted groups have an urgent need to be transferred to unicast. The slow rate of change of the MCCH means that just removing the TMGI from the MCCH is not an acceptable solution.
Note that 1 MBSFN subframe has been used as an example here, but the same philosophy applies for “multiple MBSFN subframe” configurations when there is overload on the P-MCH.

Problem with relying on “over-dimensioning and TM9/10 supporting UEs”
This solution is not applicable when there is one MBSFN subframe is allocated to an MBSFN area. However, even when there is more than one MBSFN subframe available, there are the following issues that prevent it from being a suitable solution:

· To guarantee that TM9/10 supporting UEs are available, a large amount of ordinary devices would need to support TM9/10, and this cannot be relied upon. Nor can it be expected for Public Safety UEs to support TM9/10.
· Over-dimensioning of MBSFN subframes is generally undesirable as most of the time they might not be used, and capacity would be wasted.

· Even if you could rely on large-scale TM9/10 UE support, and did do over-dimensioning, there seems to be a benefit of trying to keep MBSFN subframes free of PMCH traffic as much as possible, so offloading quickly (or at least quicker than MCCH can do it) seems to still be useful here, i.e. it is wasteful if the MBMS traffic is occupying 2.1 or 3.2 MBMS subframes when transferring some users to unicast would move the MBMS load to 1.9 or 2.9 MBMS subframes.

3
Solutions
3.1

High level

The solutions indicated as being considered by RAN3 were:

· Solution 1: RAN reports MBSFN congestion to GCS AS via EPC, and then the GCS AS makes a decision on further call handling (e.g. it may involve reducing the current data rate or/and switching one or more groups to unicast).

· Solution 2: RAN internally decides to suspend one or more MBMS bearers, then UE becomes aware via MCCH that its TMGI is suspended and triggers connection via unicast.

· Solution 2bis: RAN internally decides to suspend one or more MBMS bearers, then UE becomes aware faster, via some air interface signalling mechanism, that its TMGI is suspended and triggers connection via unicast.

The response LS from SA2 suggests that in the Release 12 timeframe only solution 2bis would be feasible to specify, pending RAN2 feedback.
3.2

Further detail on Solution 2bis
Solution 2bis relies on the RAN monitoring the traffic utilization of the MBMS resources, and deciding to “stop/suspend” MBMS transmission on the radio interface for one or more MBMS sessions when required (as described in section 2). 
In the case where some MBMS sessions are able to be offloaded to unicast (due to unicast capacity being available), the idea is that all the eNBs in that MBSFN area would inform the impacted UEs somehow.
When the overall MBMS traffic utilization exceeds the available capacity, waiting for the next MCCH notification before attempting to switch to unicast would lead to an unacceptable disruption of the service to the Public Safety users (and also for normal business/enterprise users).
Therefore, Solution 2bis proposes “fast signalling” to the UEs receiving the session such that they have the opportunity to attempt to switch to unicast operation before service gets disrupted. 
Proposed approach: MAC control signalling using “point-to-multipoint”
In this solution the MAC layer on the P-MCH informs the UEs about the suspension of their MBMS bearer. In the MSI message/control element there are spare “STOP-MTCH” values that could be used to indicate that the bearer is suspended. Either the indication could be sent in the first MSI after the eNB stops sending data, OR the indication could be sent while data is still being sent for that MTCH (i.e. allowing 2 entries of STOP-MTCH for the same LCID in the same MSI message. This would allow a “make before break” procedure (i.e. the UE could attempt to establish unicast while still receiving data via MTCH for some short period of time (e.g. 2 or 3 MSI periods).

This solution has minimal impact on RAN2 specifications, and resolves the identified issues appropriately. 

Backwards compatibility: In the MAC specification it says: 

“When a MAC entity receives a MAC PDU on MCH containing reserved values, the UE shall:

-
ignore the fields in the PDU header and the control elements containing reserved values and the corresponding parts indicated by the fields in the received PDU.”

The “Stop TMGI” value is used by the UE to know in which subframe its MTCH data stops, but it is also used by other MBMS UEs to know in which subframe data for the next MTCH starts. Therefore if data for MTCH1 and MTCH2 is located sequentially, then placing an instance of “Stop MTCH” with the “suspend” value (i.e. 2046 which was previously reserved) used for MTCH1 would mean that a legacy UE attempting to receive MTCH2 would not know in which subframe the data for MTCH2 starts.

To resolve this, it is proposed that the STOP-MTCH instances containing the value 2046 should be placed at the last positions of the MSI, after all the STOP-MTCH instances indicating where data for an MTCH stops have been signalled. 
It could also been suggested that Unicast UEs may have a problem if the new STOP-MTCH value is used for instances at the end of the MSI, because the unicast UE will not know where data stops. However, given that such UEs are required to “ignore” reserved values, and therefore should assume that they are not used for anything that would cause changes to the meaning of legacy information signalled, we assume that there should be no backwards compatibility issue here.
Other discarded approaches
Other approaches that were considered are: 
1) Point-To-Point: application layer or radio protocol signalling 
2) Point-To-Multipoint “application layer” signalling.
Point to point:

The problem with application layer ptp solutions is that for IDLE mode UEs (and some connected mode UEs), the eNB will not have seen any ordinary data traffic go past in order to “sniff” the UE’s IP address, and hence the eNB does not know what IP address it can use to send the application layer signalling to. Cases where the UE has multiple APNs active (e.g. for VoLTE and for VoLTE-unrelated traffic) further complicate the situation as the eNB needs to send the application layer data to the APN which is being used by the MCPTT application.

Other more practical ptp solutions would require RRC changes (e.g. new paging record type for IDLE mode UEs), which seems undesirable. 

There are further complications in both approaches with associating in the eNode B the interrupted TMGIs with the S-TMSIs receiving that TMGI. 
“Application layer” point-to-multipoint:
Not clear how packets would be inserted in the data stream, and unclear how the correct IP Multicast address would be inserted into the packet. Also this solution would add to the PMCH load. 
This solution does imply significant ‘protocol layer’ violations and risks.

4.
Proposed way forward

It is proposed for RAN WG2 to:

· Agree to specify Solution 2bis for Release 12
· More specifically to agree to indicate the intended suspension of MTCH bearer(s) to the UEs using “MBMS Scheduling Information” MAC message/control element as described in section 3.2 of this document.
· Review with a view to agreeing the proposed changes to TS36.300 and TS36.321 for Release 12, as described in the Annex of this document.
· Send an LS to RAN3 and SA2 informing them of this way forward.

Note: 
Release 12, TS 23.468 sections 5.3.3.2 and 5.3.3.3 already show a generic system overview that can be reused for this multicast to unicast change.
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