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1 Introduction

In RAN#65, a new SI on Small Data Transmission Enhancements for UMTS was approved [1]:
The objective of this study item is to identify any potential problems and system bottlenecks and also technical solutions for improved support for small data applications, delay tolerant applications and massive deployment of devices over HSPA based transport. 

In RAN1#78bis, a LS was send to RAN2 which included the typical example of traffic characteristic for small data transmission [2]:
	Traffic parameter
	Value

	application packet size
	100 bytes (UL); 100 bytes (DL)

	latency1
	5s to 30min; 1hour for no mobility (static, pedestrian)

	frequency
	every minute and up to monthly


In the LS, RAN1 also list the expected RAN2 actions: 

RAN1 respectfully asks RAN2 to take into account the fundamental characteristics on small data transmission enhancements described in this LS when the corresponding work on this SI be initiated by the TSG RAN WG2.
RAN1 respectfully asks RAN2 to determine the number of connections. 

In this contribution, we analyze the problems of massive number of devices in different state, and list the possible issues when consider massive number of devices in UMTS. 

2 Discussion
According to the given traffic characteristic, there maybe massive devices in both idle mode and connected mode. The problem of massive devices can be discussed according to the state.
2.1 Massive number of devices in idle mode
For massive devices in idle mode, the RNC will release the RRC Connection of the device and no context is stored in RAN side. So there is no RNC resource consumption. 

When there are data to be transmitted, the device in idle mode has to request to establish the RRC Connection at first, which means that the device may begin to consume the network resource. If there are lots of device to request for RRC connection establishment within short time period, this may lead to RNC overload or congestion during random access phase. In R10 and R11, some access control mechanisms have been discussed which includes:
· Extended wait time is introduced to permit the UE to perform next access after 30minutes. 
· EAB (Extended Access Barring) is introduced for both RAN overload control and CN overload control.
For small data transmission, these two schemes can work further and the legacy UE will not be impacted. 
Meanwhile, the network can also specify relatively fixed transmission occasion to devices with traffic request varying from every hour to month. This can further relieve the congestion and network overload. 
With these schemes, the access can be controlled efficiently and there is no further requirement to be seen. Maybe the only open point is the size of UE identity used in idle mode, TMSI for example, but it seems the size is enough within one PLMN, and it is up to CT to discuss if there is limitation.
Observation 1: There are no obvious issues to discuss in idle mode, regarding the massive number of devices.
2.2 Massive number of devices in connected mode
The connected mode includes URA_PCH, CELL_PCH, CELL_FACH and CELL_DCH state. In CELL_DCH state, the UE can be assigned dedicated resource to ensure the data transmission efficiency. In general, the CS service and PS service with large data volume will be put in CELL_DCH state.
For small data, the transmission frequency is at least one minute and the packet size is typically 100bytes. It is better to put devices with small data transmission in CELL_FACH state.
Observation 2: DCH state is not the target state for massive number of small data transmission. 
In UTRAN, U-RNTI is the identity used for UEs in connected mode within on RNC and C-RNTI within one cell. There are at most around 4 million U-RNTIs and 65536 C-RNTIs to be assigned. Obviously, the more likely bottle neck here is U-RNTI since normally there are hundreds of cells under one RNC. 
Regarding the massive number of devices, actually this has ever been discussed on MTC with small data transmission. As depicted from [3] and [4], the number of devices within a home can be varied from 3 to 40, while the maximum number of home in a cell is 6017. According to the conclusion, the U-RNTI should be extended if all the devices are put in connected mode. However, these devices can be either in idle mode or connected mode, so it is hard to evaluate the impact to U-RNTI based on the model. 
When considering the number of massive UEs, we should also take the transmission frequency and transmission latency into account. For example, if the transmission frequency is 15 minutes and required latency is 5s, then for each 2ms, there are maximum 32 UEs granted with common E-DCH resource at the same time, assuming 100 bytes could be transmitted with one TTI, within each 15 minutes, there could be a theoretical upper limit of UEs to be supported in one cell, which could potentially require the extension of U-RNTI. 
Observation 3: If the U-RNTI needs to be extended, the traffic characteristic should be the main factor for evaluating the extension of U-RNTI.
In CELL_FACH, URA_PCH or CELL_PCH state, the UE can send uplink data packets through random access procedure. After granted, the data packets can be transmitted through R99 PRACH or common E-DCH channel. In order to accommodate more devices, there are two main factors, access control and resource utilization. In Rel-12, some access control mechanisms were also introduced to mitigate RAN overload, which could also be applied here, motivations for further method should be justified. As to resource utilization, some factors, resource occupation time and resource volume for instance, will impact the number of devices to be accommodated, and any mechanisms, especially PRACH related, should be of minimal impact. To support massive devices, it will be better to improve the resource utilization.
Based on the analysis above, it is proposed that:

Proposal 1: Regarding the issue of massive devices, it is proposed RAN2 to consider the following:

· Focus on URA_PCH, CELL_PCH and CELL_FACH state

· U-RNTI extension, taking the traffic characteristic into account
· Optimization for R99 PRACH and common E-DCH resource utilization
3 Conclusion
In this contribution, we analyze the state to consider massive number of devices and list the possible issues to be considered regarding the issue of  massive number of devices. It is proposed that:

Proposal 1: Regarding the issue of massive devices, it is proposed RAN2 to consider the following:

· Focus on URA_PCH, CELL_PCH and CELL_FACH state

· U-RNTI extension, taking the traffic characteristic into account

· Optimization for R99 PRACH and common E-DCH resource utilization
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