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1
Introduction
RAN2#87bis agreed the following:

-
Define SCG and split bearer capabilities per UE

Support for split bearers impacts the total layer-2 buffer size that a UE needs to support. This contribution discusses and proposes the dimensioning of this parameter.
2
Buffer-size dimensioning principle
The total layer-2 buffer sizes currently specified in [7] have been dimensioned using this rule proposed in [8]:
Minimum RLC Buffer Size = MaxDLDataRate  * RoundTripTime  + MaxULDataRate  * RoundTripTime,
where the used RoundTripTime has been 75ms, and the MaxDL(UL)DataRate is the capability parameter “Maximum number of DL(UL)-SCH transport block bits received(transmitted) within a TTI”, in units of bits/ms. This rule can be interpreted such that in full-speed data transfer, data can accumulate for RLC reordering for up to 75ms before assumed reordered (or otherwise scheduling needs to be stalled, in order not to exceed the specified buffer size).
When considering split-bearer operation, the MaxDLDataRate must be decomposed into: 

A. MaxMeNBDLDataRate transmitted directly by the MeNB

· This bit-stream component must be buffered by the UE PDCP until it is combined/reordered with the data transmitted via the SeNB. The buffering delay at UE applicable to this component consists of:
1. X2 delay;

2. TX-queueing delay at SeNB;

3. The legacy RLC RoundTripTime (at SeNB).
(While this bit-stream component naturally is also subject to the local RLC RTT at MeNB, the sum of the above three factors dominates, i.e. by the time data received via SeNB allows delivering data received from MeNB to upper layers, the reordering of the latter by MCG-RLC is assumed to be completed.)

B.  MaxSeNBDLDataRate transmitted via the SeNB
· For this bit-stream component, only the legacy RLC RoundTripTime applies.
Proposal 1:
For a UE supporting split bearers, Total layer-2 buffer size = 
(MaxULDataRate + MaxSeNBDLDataRate) * RLCRoundTripTime + 
MaxMeNBDLDataRate * (X2delay + SeNBTXQueueDelay + RLCRoundTripTime).
3
On UE capabilities and the numerical values
3.1
How long delays to assume
For the RLC RoundTripTime, there does not seem to be any reason to deviate from the 75ms value assumed thus far.

Proposal 2:
In the calculation of Total layer-2 buffer size for a UE supporting split bearers, 
the assumed RLCRoundTripTime equals 75ms, as for the currently specified buffer sizes.
For the other delay components X2delay and SeNBTXQueueDelay, only their sum matters in Proposal 1. 
For the X2delay to be supported, the study-item phase TR [6] provides some reference:

8.1.1.11
Performance evaluation of use plane architecture alternatives

<...> it seems possible to achieve the per-user throughput gain close to the technology potential by Option 3 if all of the following conditions are fulfilled:

a)
The Xn interface described in subclause 8.1.5 is not the bottle neck.
b)
The Xn interface is loss-less and causes no re-ordering.
c)
The Xn interface offers latency of 5-30 ms.
We believe the L2 buffer size should accommodate the above 30ms upper limit for X2delay for when bearer split provides the promised gains (and therefore assuming the max L1 throughputs via both MeNB and SeNB is justified).

As for SeNBTXQueueDelay, Figure 1 shows some simulation results, with the detailed simulation results given in Annex.
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Figure 1: Simulation results of SeNBTXQueueDelay

In light of these results, an upper limit of 100ms seems appropriate for SeNBTXQueueDelay.
Proposal 3:
In the calculation of Total layer-2 buffer size for a UE supporting split bearers, 
the assumed (X2delay + SeNBTXQueueDelay) equals 130ms.

From Proposals 2-3, (X2delay + SeNBTXQueueDelay + RLCRoundTripTime) = 205ms, which can be viewed against the longest Packet Delay Budget of currently specified QCIs, which is 300ms.

3.2
What to assume for MaxMeNBDLDataRate
Because RAN2 has agreed that for dual connectivity the maximum total number of serving cells per UE is 5 as for carrier aggregation, it seems that the existing UE capabilities can be taken as the starting point.
Proposal 4:
In the calculation of Total layer-2 buffer size for a UE supporting split bearers, 
MaxMeNBDLDataRate and MaxSeNBDLDataRate [in bits/ms] add up to “Maximum number of DL-SCH transport block bits received within a TTI” as specified for existing UE categories.
For reference, Table 4.1-1 from [7] is copied below.
Table 4.1-1: Downlink physical layer parameter values set by the field ue-Category

	UE Category
	Maximum number of DL-SCH transport block bits received within a TTI (Note)
	Maximum number of bits of a DL-SCH transport block received within a TTI
	Total number of soft channel bits
	Maximum number of supported layers for spatial multiplexing in DL

	Category 1
	10296
	10296
	250368
	1

	Category 2
	51024
	51024
	1237248
	2

	Category 3
	102048
	75376
	1237248
	2

	Category 4
	150752
	75376
	1827072
	2

	Category 5
	299552
	149776
	3667200
	4

	Category 6
	301504
	149776 (4 layers)

75376 (2 layers)
	3654144
	2 or 4

	Category 7
	301504
	149776 (4 layers)

75376 (2 layers)
	3654144
	2 or 4

	Category 8
	2998560
	299856
	35982720
	8

	Category 9
	452256
	149776 (4 layers)

75376 (2 layers)
	5481216
	2 or 4

	Category 10
	452256
	149776 (4 layers)

75376 (2 layers)
	5481216
	2 or 4

	NOTE:
In carrier aggregation operation, the DL-SCH processing capability can be shared by the UE with that of MCH received from a serving cell. If the total eNB scheduling for DL-SCH and an MCH in one serving cell at a given TTI is larger than the defined processing capability, the prioritization between DL-SCH and MCH is left up to UE implementation.


· Categories 6-7 are targeted to aggregating two 20MHz carriers. For these categories,
“Maximum number of DL-SCH transport block bits received within a TTI” equals 150752 * 2

· Categories 9-10 are targeted to aggregating three 20MHz carriers. For these categories,
“Maximum number of DL-SCH transport block bits received within a TTI” equals 150752 * 3

· Category 8 is targeted to aggregating five 20MHz carriers. For this category,
“Maximum number of DL-SCH transport block bits received within a TTI” equals 599712 * 5

With these in mind, we propose as a general rule that when the maximum number of carriers are aggregated for a UE, MeNB is in control of at most half of the targeted frequency carriers, i.e. of one 20MHz carrier for Categories 6, 7, 9, 10, and of two 20MHz carriers for Category 8. (Such dimensioning will naturally also support different cases posing lesser requirements, such as for a Cat-8 UE, four carriers transmitted from SeNB while only one carrier from MeNB.)
Similarly for categories 1-5, this rule would generalize such that MeNB is in control of at most half of the maximum TB bits per TTI in downlink.

Proposal 5:
In the calculation of Total layer-2 buffer size for a UE supporting split bearers, 
MaxMeNBDLDataRate [in bit/ms] equals “Maximum number of DL-SCH transport block bits received within a TTI” multiplied by:
- 1/2 for UE Categories 1-7;
- 2/5 for Category 8; and
- 1/3 for Categories 9-10.
4
Consideration of UE-capability negotiation
One thing to consider is whether a split of the Total L2 buffer size of a UE needs to be signaled between MeNB and SeNB.
This does not seem needed, provided only that given the maximum TB bits per TTI made available to SeNB by explicit signalling (as previously agreed), the SeNB assumes that it has those bits/ms multiplied by 75ms of UE’s L2 buffer at its disposal: the rest of the UE’s L2 buffer is left for MCG-RLC and PDCP.
Proposal 6:
No split of the Total L2 buffer size of a UE needs to be signaled between MeNB and SeNB, i.e. the split follows from that of maximum TB bits per TTI.
5
Conclusion
This contribution discusses and proposes the dimensioning of the Total layer-2 buffer size for split-bearer capable UEs, as follows:

Proposal 1:
For a UE supporting split bearers, Total layer-2 buffer size = 
(MaxULDataRate + MaxSeNBDLDataRate) * RLCRoundTripTime + 
MaxMeNBDLDataRate * (X2delay + SeNBTXQueueDelay + RLCRoundTripTime).

Proposal 2:
In the calculation of Total layer-2 buffer size for a UE supporting split bearers, 
the assumed RLCRoundTripTime equals 75ms, as for the currently specified buffer sizes.

Proposal 3:
In the calculation of Total layer-2 buffer size for a UE supporting split bearers, 
the assumed (X2delay + SeNBTXQueueDelay) equals 130ms.

Proposal 4:
In the calculation of Total layer-2 buffer size for a UE supporting split bearers, 
MaxMeNBDLDataRate and MaxSeNBDLDataRate [in bits/ms] add up to “Maximum number of DL-SCH transport block bits received within a TTI” as specified for existing UE categories.
Proposal 5:
In the calculation of Total layer-2 buffer size for a UE supporting split bearers, 
MaxMeNBDLDataRate [in bit/ms] equals “Maximum number of DL-SCH transport block bits received within a TTI” multiplied by:
- 1/2 for UE Categories 1-7;
- 2/5 for Category 8; and
- 1/3 for Categories 9-10.

Proposal 6:
No split of the Total L2 buffer size of a UE needs to be signaled between MeNB and SeNB, i.e. the split follows from that of maximum TB bits per TTI.
The buffer sizes resulting from Proposals 1-5 are shown in the text proposal below, which is implemented by the provided CR [9].

Beginning of Text Proposal

Table 4.1-3: Total layer 2 buffer sizes set by the field ue-Category
	UE Category
	Total layer 2 buffer size [bytes]
	With support for split bearers

	Category 0
	20 000
	N/A

	Category 1
	150 000
	230 000

	Category 2
	700 000
	1 100 000

	Category 3
	1 400 000
	2 300 000

	Category 4
	1 900 000
	3 100 000

	Category 5
	3 500 000
	5 900 000

	Category 6
	3 300 000
	5 800 000

	Category 7
	3 800 000
	6 200 000

	Category 8
	42 200 000
	61 600 000

	Category 9
	4 800 000
	7 200 000

	Category 10
	5 200 000
	7 600 000


4.2.5
Total layer 2 buffer size

This parameter defines the total layer 2 buffer size. The total layer 2 buffer size is defined as the sum of the number of bytes that the UE is capable of storing in the RLC transmission windows and RLC reception and reordering windows for all radio bearers, and for UEs capable of split bearers, also in PDCP reordering windows for all split radio bearers.
End of Text Proposal
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Annex: Simulation assumptions

All other assumptions (i.e. not listed in the table below) are according to scenario 2a in Annex A of 3GPP TR 36.872.
	Network layout 
	7 macro sites (21 macro cells), 1 small cell cluster per macro cell, 4 small cells per cluster 

	Channel profile 
	ITU channel model with 3D antenna 

	Macro inter-site distance 
	500 m 

	System bandwidth 
	Macro: 10 MHz @ 2.1GHz, small cell: 10 MHz @ 3.5GHz 

	BS transmit power 
	Macro eNB: 46 dBm with 17 dBi antenna gain; Small cell: 30 dBm with 5 dBi antenna gain 

	Antenna configuration 
	2 x 2 MIMO with rank adaptation 

	UE receiver 
	MMSE-IRC 

	HARQ 
	Ideal chase combining with max 4 transmissions 

	Link Adaptation 
	Fast AMC 

	Packet scheduling 
	Throughput based joint proportional fair 

	Bursty traffic model 
	FTP Model 1 as in TR 36.814 , Poisson arrival with fixed payload size per UE 

	BLER target 
	10% (first transmission) 

	Available MCS 
	QPSK (1/5 to 3/4), 16QAM (2/5 to 5/6), 64QAM (3/5 to 9/10) 

	Cell association metric 
	RSRQ 

	UE location 
	20% outdoor UEs, 80% indoor UEs 


