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1 Introduction
In Rel-12 DC, for split bearer, uplink bearer split is not to be supported. Accordingly, there are only a few issues left to be discussed. This document discusses the LCP procedure for dual connectivity. 
2 Discussion
LCP procedure with two MAC entities

For MCG/SCG bearer, one radio bearer is only served by one eNB and mapped to one logical channel. Since each eNB manages the UL resources only for the radio bearers which are belonging to the eNB, the logical channels in different MAC entities would not share the UL resources. Therefore, for MCG/SCG bearer, it is straightforward that the legacy LCP procedure is independently performed for logical channels whose data are to be transmitted to the corresponding eNB.
In split bearer, the situation is somewhat different because a radio bearer is split into two RLC/MAC entities, and it can be served by both of the MeNB and the SeNB. I.e., there can be one to multiple mapping between radio bearer and logical channel.
However, the LCP procedure is performed for ‘logical channels’, and it does not care about whether the radio bearer is split or not in the upper layer. From the logical channel point of view, it is clear to which eNB the data of the logical channel is transmitted. Then, it is still straightforward that the legacy LCP procedure is applied to Split bearer, i.e. the LCP procedure is independently performed for logical channels whose data are to be transmitted to the corresponding eNB.
Proposal 1: In DC, LCP procedure is independently performed in each MAC entity.
Token Bucket Model

For LCP procedure, PBR and BSD are used to supply different bit rate per radio bearer according to the priority of the radio bearer while avoiding the starvation problem. For this, in the current specification, PBR and BSD are configured per logical channel. Since there has been one to one mapping between logical channel and radio bearer, it still means that PBR and BSD are configured per radio bearer. 

In DC, however, for split bearer there are two logical channels for one radio bearer. Accordingly, token bucket model issue has been highlighted in LCP procedure. Two options are as follows:

Option 1: Separate token bucket model:

· Description: For the logical channels of one radio bearer, each MAC entity has its own token bucket and BSD. 

· Pros: Easy to specify with a minor change, i.e., one more PBR value for one radio bearer. Aligned with MAC entity model for DC.

· Cons: PBR of one radio bearer should be carefully split into two logical channels of one radio bearer.

Option 2: Common token bucket model:

· Description: For the logical channels of one radio bearer, two MAC entities share the token bucket and BSD.  
· Pros: It is aligned with the current QoS control of a radio bearer. 
· Cons: Starvation problem of RLC status PDU would occur. To cope with the RLC status PDU starvation problem, an interaction between two MAC entities is needed.
In Option 1, without support of uplink bearer split, PBR split wouldn’t be much complicated because, for the logical channel through which the UL PDCP data is not transmitted, only the RLC status PDU will be considered. In addition, we think RLC status PDU should not be delayed in order to detect/handle the missing RLC PDUs in time. Therefore, separate token bucket model is preferred for a split bearer. 

Proposal 2: For a split bearer, separate token bucket model is used in LCP procedure.

With separate token bucket model, for split bearer, PBR needs to be configured for each logical channel. When setting PBR, it should be guaranteed that RLC status PDU is transmitted in time, i.e., to avoid RLC status PDU starvation problem. 

For split bearer without uplink bearer split, there are two types of logical channel depending on path of UL PDCP data transmission: 

· Type 1: both of RLC data PDU and RLC status PDC are transmitted over a logical channel

· Type 2: only RLC status PDU is transmitted over a logical channel.

For type 1, the PBR value can be set to the PBR value which was configured for the corresponding radio bearer. For type 2, PBR should be set to sufficiently high in order to avoid RLC status PDC starvation problem. Then, it would be simple to set the PBR value to infinity.

Proposal 3: For the logical channel over which only RLC status PDC is transmitted, PBR is set to infinity.
3 Conclusions
In this contribution, we discuss the LCP procedures in DC and propose, 

Proposal 1: In DC, LCP procedure is independently performed in each MAC entity.
Proposal 2: For a split bearer, separate token bucket model is used in LCP procedure.

Proposal 3: For the logical channel over which only RLC status PDC is transmitted, PBR is set to infinity.
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