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1
Introduction
SA1 and SA2 have studied requirements and possible enhancements for the 3GPP system to address situations where high usage levels lead to user plane traffic congestion in the RAN. The aim is to make efficient use of available resources to support the optimal mix of high priority services and applications, and users with premium subscriptions, while maintaining the user experience, and supporting as many active users as possible.

SA1 defined a set of normative stage 1 requirements, amongst them the possibility for prioritization of certain traffic types at the RAN node during congestion situations. SA2 started to develop solutions for this requirement which enable the RAN node to identify and prioritize certain traffic types based on a packet marking performed by the Core Network.
SA2 has sent LS to RAN to ask RAN give some feedbacks on the following points:
1. What are the RAN impacts of such packet marking based traffic prioritization?
2. Are issues anticipated related to the coexistence of this type of marking for traffic prioritization and QCI based traffic prioritization?
3. Whether and how RAN aspects of such packet marking based traffic prioritization behavior can be standardized.

In this contribution, we give our considerations.
2
Discussion
2.1
Data scheduling and impact in RAN
As we know Layer 2 is split into the following sublayers: Medium Access Control (MAC), Radio Link Control (RLC) and Packet Data Convergence Protocol (PDCP), shown in figure 1. Let us assume how data is scheduled in RAN.  Different IP flow is allocated into same RB or different RB based QCI, i.e. there are five flows from flow 1 to flow 5 and flow1- 3 have same QCI, flow 4 has same QCI with flow 5. Some ENB implementations may use Queue Management function to guarantee the latency requirement of QCI. Now, Queue Management function will handle different IP data based QCI among RBs and UEs.  Generally different IP flows allocated in one RB have same QCI. IP data from different IP data in one RB will be handled based on arriving point in sequence if they have same QCI level. 
After acquiring PDCP SDU number, processed by PDCP and  RLC layer, dynamic resource allocation function will handle this data based on radio resource condition and priority, etc. (such as radio channel condition and DRX ) among different RBs in one UE and different RBs in different UEs.
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Figure 1: DL Data scheduling in RAN
Now, packet marking based traffic prioritization will be used to mark different IP flow. Based on the LS [1], the packet marking will give priority information. Queue management function can use packet marking and QCI information to handle different IP data based QCI among RBs and UEs, for example When different IP flows marked with different packet marking with same QCI is allocated into one RB, Queue management function can put more IP data marked higher packet marking into PDCP buffer (allocate PDCP SN) or dropping data packet in case of resource limitation shown in figure 2. It means that different IP flows allocated in one RB have same QCI can be handled based on packet marking information and not just based on arriving point in sequence.
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Figure 2: IP flows marked with different packet marking in one RB
After PDCP SDU number allocation in one RB, it is hard to handle data based on packet marking in dynamic resource allocation function, because most data need to be delivered based SN sequence. However packet marking information can still be used in different RBs and different UEs. It means that the ENB implementation can give IP data marked higher packet marking more scheduling chance than IP data marked lower packet marking in different RBs and different UEs. For example, the UE 1 has IP flow 1 with packet marking =1 and QCI X, the UE 2 has IP flow 2 with packet marking =2 and QCI X, the ENB can give more radio resource to UE 1 in scheduling when resource limitation happens shown in figure 3. 
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Figure 3: IP flows marked with different packet marking in different RBs
Observation 1:  Queue management function and dynamic resource allocation function will be impacted due to introduction of packet marking. However both them are ENB implementation; 
2.2
Coexistence with QCI
QCI gives basic traffic characteristics; there are only a few standardized QCI values in 3GPP.  packet marking can give more information and characteristics based QCI information. When QCI is different but packet marking is also different, QCI property should be obeyed firstly, and when QCI is same but packet marking is different, the packet marking can be used to help the ENB scheduling.
When the property of QCI can not totally be guaranteed for different IP flows with same QCI, such as suddenly bad radio channel condition, more UE or service activation, the ENB should use packet marking information to distinguish different IP low in same QCI RB, i.e dropping data with low packet marking level firstly. 
It means there is no coexistence issue between QCI and packet marking.
Observation 2: There is no coexistence issue between QCI and packet marking.
2.3
Standardization in RAN

SA2 also asked whether and how RAN aspects of such packet marking based traffic prioritization behaviour can be standardized. As we analysis above, the ENB can use packet marking as priority information to handling different IP flow in Queue management function and dynamic resource allocation function. General description can be captured in stage 2 RAN specifications, i.e. TS 36.300 like 

	The marking is meant to support traffic prioritization in scheduler, for example, it is used either between flows mapped to the same QCI, i.e. different IP flows within a bearer may be associated with different values of the marking in order to address RAN User Plane congestion, or, this marking based traffic prioritization applies between different UEs having bearers of the same QCI, and between bearers of a single UE that have the same QCI as well as within the same bearer.
This marking based traffic prioritization is intended to coexist with QCI based traffic prioritization. 


Observation 3: The ENB can use packet marking as priority information to handling different IP flow in Queue management function and dynamic resource allocation function. General description can be captured in stage 2 RAN specifications.
3
Proposal
In this contribution, we discuss how to PACKET MARKING is used and what RAN impacts are.
Observation 1:  Queue management function and dynamic resource allocation function will be impacted due to introduction of packet marking. However both them are ENB implementation;
Observation 2:  There is no coexistence issue between QCI and packet marking.
Observation 3: The ENB can use packet marking as priority information to handling different IP flow in Queue management function and dynamic resource allocation function. General description can be captured in stage 2 RAN specifications.
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