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1 Introduction
According to the discussion in previous RAN2 meetings, the agreements related to the LCP are listed as follows ([1] ~ [6]):

· RLC STATUS PDUs are transmitted to corresponding eNBs via the corresponding Uu interface.
· UE side MAC entity is configured per Cell Group, i.e. one MAC for MCG and the other MAC for SCG.
· The logicalChannelIdentity are allocated independently by MeNB and SeNB and do not share a common pool among the two MAC entities
· We do not support UL bearer split in Rel-12 assuming that it causes less complexity and helps the progress of the WI.
However, the details on how to configure and apply the LCP (Logical Channel Prioritization) for DC (Dual Connectivity) are still unclear. In this contribution, the details of LCP for DC are further investigated, and the discussion is based on the assumption that the UE does not support UL bearer split. 
2 Discussion
For DC architecture 1A, as each DRB has only one logical channel related to one MAC entity, the two MAC entities at the UE side should have two independent LCP procedures. For DC architecture 3C, one DRB will be configured to two independent MAC entities. Then how to schedule the data transmission for one split DRB in two MAC entities without breaking the QoS requirements of the EPS bearer needs to be clarified.
2.1 Common bucket or separate bucket
 Here two options for the LCP procedure are provided as follows:
· Option 1.1: common bucket: the two LCP loops share a common bucket to guarantee that grants from both SeNB and MeNB are accounted for in LCP. 
· Option 1.2: separate bucket: the two LCP loops run independently, with one PBR and BSD each. The grants from one cell group are not shared by another. 
For 1A, the separate bucket solution should be used to facilitate the independent data transmission of different DRBs at MCG and SCG. 
For 3C, the common bucket solution needs the bucket to be shared between two logcial channels of a DRB. According to 36.321 [7], “the UE shall maintain a variable Bj for each logical channel j”. If one common bucket is shared for two logical channels of a DRB, we need to specifiy how a variable Bj for each logical channel j is maintained. For example, we need to clarify how a Bj of a logcial channle j for a split bearer increases or decreases based on the UL grant from either SCG or MCG. The solution changes the legacy LCP procedure. Moreover, the coordination between two LCPs of two MAC entities at the UE side is needed. This increases the UE complexity. The separate bucket solution does not change the legacy LCP procedure. The LCP procedure of each MAC entity can be configured separately and run separately. If one logical channel of a split bearer (without UL bearer split) is used for PDCP data transmission, the logical channel configuration of another logcial channel (used only for the transmission of RLC STATUS PDU) of the same DRB will not have any impact on the QoS requirment of the EPS bearer. This is because the QoS requirements are based on the statistics of the upper layer data (etc. the IP-CAN bearer) [8], and the IP packets are only transmitted to/from the PDCP upper SAP. Then the PBR coordination is not needed for the separate bucket solution.  
Proposal 1: To use separate bucket for Dual Connectivity.
2.2 How to set the LogicalChannelConfig 
For the logical channel with PDCP data transmission, 1A and 3C can set the LogicalChannelConfig based on the QoS requirements of the DRB. This is the same as specified in the current specification.
For the logical channel with only RLC STATUS PDU transmisison, we could have the following options to set the LogicalChannelConfig.
· Option 2.1: To set the LogicalChannelConfig based on the QoS requirement of the split.
· Option 2.2: To set the value of  prioritisedBitRate to infinity.
· Option 2.3: The network can set any value for prioritisedBitRate based on its implementation.

As mentioned above, the MCG configuration including the QoS requirements of the split bearer will be forwarded to the SeNB, and the setting of LogicalChannelConfig for the logical channel only transmitting RLC STATUS PDUs will not impact the QoS requirements of the split bearer. For Option 2.1, either SeNB or MeNB can set the LogicalChannelConfig for the RLC STATUS PDU transmisison logical channel, based on the QoS requirements [10] of the split DRB. However the RLC STATUS PDU should be considered to be more urgent than the RLC data PDU, because the transmitting RLC entity at the network side needs to know the transmission status of the RLC data PDU as soon as possible, in order to trigger the RLC retransmission. A quick feedback from the receiving RLC entity can reduce the re-transmission latency of the RLC data PDU. Furthermore the reduced re-transmission delay can subsequently help the recovery of the radio link failure once the maximum retransmission number is reached at the RLC layer. According to 36.321 [7], the UE shall firstly transmit the data in the logical channel with PBR set to “Infinity” before meeting the PBR of the lower priority logical channel. To have a fast feedback sent to the network, we think that the value infinity of PBR should be allowed for the logical channel without PDCP data transmission and for any split bearer. Other parameters (such as bucketSizeDuration) for the RLC STATUS PDU transmisison logical channel can be left to the network implementation. On the other hand, we do not have to mandate the network to set infinity for the prioritisedBitRate of the logical channel without PDCP data transmission. 
Proposal 2: The network is allowed to set any value of prioritisedBitRate (including infinity) for the logical channel without PDCP data, regardless of the QoS requirements of the EPS bearer.
2.3 Issue on logical channel configuration upon UL transmission direction change
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Figure 1: Issue on UL direction change
According to the current agreements from RAN2, the network can change the UE’s UL data transmission direction to either MeNB or SeNB at any time by using RRC signaling. Based on the analysis in Section 2.1 and 2.2, the UE without UL bearer split will have two logical channel configurations for one DRB. One follows the QoS requirements of the EPS bearer for the upper layer data transmission, and another can use any value for the RLC STATUS PDU transmission. This is based on the assumption that the PDCP data are always transmitted to one MAC entity. However while the network changes the UL transmission direction, the UE could have PDCP data temporarily transmitted to both MAC entities. The detailed analysis on the temporary PDCP data transmission on both MeNB and SeNB can be found in [11]. Then the QoS requirements of the EPS bearer are not fulfilled. As illustrated in Figure 1, while changing the direction from MCG to SCG, the network will send new logical channel configuration for the LCP of each MAC entity. However LogicalChannelConfig_4 is based on the QoS of the EPS bearer, and LogicalChannelConfig_3 is used for the transmission of RLC STATUS PDU. While changing the transmission direction from MCG to SCG, the MCG link will still have some data for transmission, and the remaining data transmitted in the MCG link is scheduled based on LogicalChannelConfig_3. This could cause that the transmission bit rate of the bearer exceeds the MBR for GBR bearer and the A-MBR for non-GBR bearer.
Observation: The QoS requirements of the split bearer could break upon UL transmission direction change.
The issue given in the Observation actually depends on how much data remain in the old link and what value is set for logical channel configuration. We could have the several ways to solve this problem. For example, the network can send two sets of logical channel configurations. One set is used for the simultaneous transmission of the old and new data, and another is used after the finishing of the simultaneous transmission.
Proposal 3: RAN2 is kindly requested to discuss the QoS broken issue caused by the UL direction change.

3 Conclusion
According to the analysis in section 2, we have the following observations and proposals:
Observation: The QoS requirements of the split bearer could break upon UL transmission direction change.

Proposal 1: To use separate bucket for Dual Connectivity.
Proposal 2: The network is allowed to set any value of prioritisedBitRate (including infinity) for the logical channel without PDCP data, regardless of the QoS requirements of the EPS bearer.

Proposal 3: RAN2 is kindly requested to discuss the QoS broken issue caused by the UL direction change.
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