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1 Introduction
This contribution aims to discuss remaining aspects for RRC design for dual connectivity that have not been solved in email discussion [86#28]:
1. Triggering different RRC procedures and use of fullConfig
2. Configuration of DRBs
3. Triggering RACH in RRC

2 Discussion

2.1 Triggering different RRC procedures
In contribution [1] we discussed how to use different RRC procedures to support different scenarios. In this contribution we focus on actual signalling structure. 

As discussed in email discussion [86#28], RRC procedures aim to support the following scenarios:

1. SCG change 

a. In the current CR, this procedure is triggered by IE fullConfig. 

b. This case can be further split to the case without legacy mobilityContolInfo (only S-KeNB changes) and with legacy mobilityControlInfo (both K-eNB and S-KeNB changes).

2. Synchronized reconfiguration (including mobilityControlInfoSCG)

3. Regular reconfiguration

On the other hand, the following agreement was made in the previous meeting:
As a baseline, L2 reconfigurations that can currently only be done upon handover should be restricted to the corresponding SCG procedure: “SCG Change” which is a synchronous SCG reconfiguration involving release and addition of the SCG.

The above agreement could be understood that all procedures including security key changes should be handled with the SCG Change procedure. One question is then that should the initial addition of the SCG and the first addition of the SCG bearer also be done with this procedure? In the legacy system, the initial creation of the security keys is actually done by RRC Connection Establishment procedure. We consider that it is simplest to use one procedure that is SCG Change (or parts of it).
Proposal 1 Security keys for SeNB can be only generated or changed with SCG Change procedure (or parts of it). 
In the running CR for 36.331 as discussed in email discussion [86#28], the high level structure for the ASN.1 is following:

 SCG-Configuration-r12 ::=


CHOICE {


release







NULL,


setup 







SEQUENCE {



-- FFS how to indicate release and addition in single reconfiguration (i.e. change of SeNB)


fullConfigSCG-r12




ENUMERATED {true}


OPTIONAL,
-- Cond SCG-Cha



securityConfigSCG-r12



SecurityConfigSCG-r12

OPTIONAL,
-- Cond SCG-Est



radioResourceConfigDedicatedSCG-r12
RadioResourceConfigDedicatedSCG-r12
OPTIONAL,
-- Cond SCG-Est



-- FFS is there is a need for sCellToReleaseListSCG or whether this is done by MCG config


sCellToReleaseListSCG-r12


SCellToReleaseList-r10

OPTIONAL,
-- Need ON



sCellToAddModListSCG-r12


SCellToAddModList-r10

OPTIONAL,
-- Cond SCG-Est



-- FFS how to indicate UE shall apply RA in SCG and what to signal


mobilityControlInfoSCG-r12


MobilityControlInfoSCG-r12
OPTIONAL
-- Cond SCG-Est


}

}

Here the idea is that with Boolean variable “fullConfigSCG-r12”, SCG Change is triggered. Then in the conditions, it is indicated which IEs need to be included in this scenario. However, the problem of this approach is that the conditions get rather complex. 
An alternative would be to have a CHOICE structure to trigger different procedures. IEs mandatory for each case can be included in this structure. Then it is clearer which IEs and procedures need to be added to each case. Anyhow, if Proposal 1 is agreed, information elements in each case are different as security parameter IE can be included only in the SCG Change procedure.

In the  alternative below, each case is clearly separated in the structure with corresponding information elements:
SCG-Configuration-r12 ::=        CHOICE {

    release                          NULL,

    change                    
  SEQUENCE {

       securityConfigSCG-r12                SecurityConfigSCG-r12            OPTIONAL,  -- Cond SCG-DRB

       radioResourceConfigDedicatedSCG-r12  RadioResourceConfigDedicatedSCG-r12, 

       sCellToReleaseListSCG-r12            SCellToReleaseList-r10           OPTIONAL,  -- Need ON

  sCellToAddModListSCG-r12             SCellToAddModList-r10,          

  mobilityControlInfoSCG-r12           MobilityControlInfoSCG-r12       

    },

    reconfiguration                  SEQUENCE {

       radioResourceConfigDedicatedSCG-r12  RadioResourceConfigDedicatedSCG-r12  OPTIONAL,       -- Need ON

       sCellToReleaseListSCG-r12            SCellToReleaseList-r10              OPTIONAL,       -- Need ON

       sCellToAddModListSCG-r12             SCellToAddModList-r10                OPTIONAL,       -- Need ON

       mobilityControlInfoSCG-r12           MobilityControlInfoSCG-r12,         OPTIONAL

    }

}

If there are concerns that some of the parameters are duplicated unnecessarily, it would possible to move common IEs out from the CHOICE structure.

Proposal 2 Use CHOICE structure for different scenarios in the SCG-Configuration together with the required IEs for each case 

2.2 Triggering random access in RRC

In the current RRCConnectionReconfiguration with mobilityControlInfo procedure, it is the payload of RRCConnectionReconfigurationComplete that triggers the actual Random Access procedure towards the eNB in the MAC layer and not the IE itself. As a comparison, in the current running CR, it is proposed that the RRC layer triggers RA directly when doing synchronized reconfiguration. However, this kind of trigger is not specified in the MAC currently (as only BSR or PDCCH order triggers RA today).  To introduce a new trigger like this seem to unnecessary additional complexity. 
Another issue relates to PUCCH resources for the SR: In current HO, PUCCH resources for SR are configured after the RA is completed. This is to avoid D-SR on the MAC layer before the UE is even synchronized. If the RRC layer triggers the RA directly, there is risk that there are two SR procedures in parallel (one triggered by RRC and one by MAC) even if the UE is not synchronized yet. Because of this, we propose to use legacy mechanisms, i.e., trigger Random Access by MAC and reconfigure SR after successful Random access.
Proposal 3 Random access during RRC Connection Reconfiguration is triggered by the MAC layer (BSR), not by RRC directly

Proposal 4 In RRC, SR resources on PUCCH are reconfigured after the random access is completed in the MAC layer similar to legacy systems
In the Dual Connectivity scenario, there is no RRC message sent towards the SeNB and thus there is not necessarily any payload which can trigger random access. However, when contention based random access is used, some payload is useful in the Msg3 as otherwise the SeNB cannot know when actually the UE performed RA related to the ongoing RRC procedure and does not know when to update parameters e.g. related to security. Having a payload also allows using the current model where MAC triggers Random Access procedure, not RRC. 

Furthermore, there can be also cases when random access is not used at all, i.e., regular reconfiguration. There it would be useful for the SeNB to know when the UE applied the new RRC Configuration. As there is no RRC termination in the SeNB, this indication cannot be a RRC message. Instead, a MAC CE could be introduced for this purpose. The same message can be used as the payload in the case when random access is used.

Proposal 5 The UE sends a MAC CE to the SeNB after applying new RRC Configuration. 

2.3 Configuration of DRBs 
One open issue in email discussion [86#28] is related to how configuration of DRBs is signalled. The discussed alternatives are:

1. Include all bearers and corresponding configurations in the legacy DRB-ToAddModList 
2. Include MCG bearers and MCG part of the split bearers in the DRB-ToAddModList and SCG bearers and SCG part of the split bearers in the DRB-ToAddModListSCG-r12 IE.
The benefit of the first approach is that all bearers are maintained in one list. So e.g. when the SCG bearer is changed to an MCG bearer or vice versa, the bearer can be kept in the list but only the type is changed. On the other hand, the main issue is that the SCG parameters are mixed with the MCG parameters. This means that the whole RRC configuration needs to be constructed by the MeNB when receiving an RRC container from the SeNB. In addition, with this approach, it remains unclear how SCG configuration is transferred over X2 in a RRC container. This this alternative, SeNB would need to add DRB-ToAddModList to the container or all parameters would need to be separately listed.

The benefit of the second approach is that SCG parameters can be kept more isolated from the MCG parameters. With this approach, it is possible for the SeNB to construct almost complete RRC configuration towards the UE. Only SCC parameter needs to be added by the MeNB as agreed in RAN2#86. An additional benefit with the second approach is that in ASN.1, the same structure can be used over X2 as well as over Uu interface as is shown in the current running CR.

We consider that the latter approach is clearer and should be adopted. When the SeNB triggers the release of a DRB, then it includes drb-ToReleaseList-r12 IE in the RRC Container sent over X2. Then depending on if the MeNB decides to move to bearer to the MeNB or release it totally, the corresponding DRB is added to the MeNB configuration (legacy DRB-ToAddModList). Then these both IEs are sent to the UE in the same RRC message.
On top of the RRC Container, there is a need to have an indication of the released bearer in X2 level to handle data forwarding and path switching etc. This is then discussed in RAN3.
Proposal 6 Configure SCG bearers and SCG parts of split bearers in DRB-ToAddModListSCG-r12. 
Proposal 7 When bearer is released, the SeNB adds drb-ToReleaseList-r12 to be sent over X2 as well as towards the UE    

It should be noted that in the current RRC specification, a DRB with the same ID cannot be released and added in the same message. It can be discussed if this limitation is required anymore and what is the resulting UE complexity. If release/add would be possible, then unnecessary RLC/PDCP re-establishment can be avoided, e.g. when changing bearer type from split DRB to MCG DRB.
Proposal 8 Discuss if releasing and adding a same DRB ID in one RRC can be supported in Rel-12
3 Conclusion

In this contribution, we have discussed some remaining issue of RRC and made following proposals:
Proposal 1
Security keys for SeNB can be only generated or changed with SCG Change procedure (or parts of it).
Proposal 2
Use CHOICE structure for different scenarios in the SCG-Configuration together with the required IEs for each case
Proposal 3
Random access during RRC Connection Reconfiguration is triggered by the MAC layer (BSR), not by RRC directly
Proposal 4
In RRC, SR resources on PUCCH are reconfigured after the random access is completed in the MAC layer similar to legacy systems
Proposal 5
The UE sends a MAC CE to the SeNB after applying new RRC Configuration.
Proposal 6
Configure SCG bearers and SCG parts of split bearers in DRB-ToAddModListSCG-r12.
Proposal 7
When bearer is released, the SeNB adds drb-ToReleaseList-r12 to be sent over X2 as well as towards the UE
Proposal 8
Discuss if releasing and adding a same DRB ID in one RRC can be supported in Rel-12
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