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1 Introduction
In RAN2#86 details for PDCP of split bearers in dual connectivity had been discussed with the following agreements. 

Agreements:

=> PDCP performs Reordering --> Deciphering --> Header Decompression
=> Specify whole PDCP reordering procedure in separate section using absolute value operation.
=> The PDCP starts reordering function immediately after receiving split bearer configuration message.

=> At split bearer reconfiguration towards MCG bearer, MCG RLC is not re-established

=> After split bearer reconfiguration towards MCG bearer, PDCP continues reordering operation for a short while.

Two email discussions [2][3] were started in RAN2#86 to further discuss PDCP reordering for split bearers. In this contribution we would like to discuss the remaining issues of PDCP for split bearers with respect to these email discussions. In particular, we point out different properties of a RLC UM like Pull based window approach and the Push based approach taken in the TP of the email discussion [2]; then we discuss further details of this algorithm. Moreover, we discuss remaining options to stop the reordering functionality when the split bearer is reconfigured to MCG bearer based on email discussion [3].
2 Pulled or pushed PDCP reordering window operation

In this section we would like to discuss the differences between Pulled and Pushed based PDCP reordering window operation. 

2.1 Pulled window

In pulled window operation the next SN after the currently received SN pulls up the window if this received SN was outside of the current window. So, SNs received outside of the window are considered as next SNs. SNs falling out of the window, i.e. the oldest SNs, while it is pulled up, are discarded. This behavior can be regarded as drop from front and is beneficial for the end to end performance (e.g. TCP) as compared to drop from end of queue. In case more than half the SN space is brought in flight, HFN de-synch might occur. In this case the window is pulled upwards and some of the oldest PDUs are forgotten. When these SNs are eventually received after SN wraparound had happened in the meantime, HFN de-synch occurs. This is illustrated in Figure 1. We note also that expiry of the reordering timer does not affect the pulled window. 
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Figure 1: HFN de-synch problem for pulled window operation; an outstanding PDU forgotten after the moving reordering window is eventually received, pulling the window far forward.
2.2 Pushed window

In pushed window operation SNs received outside of the reordering window are considered as too late and thus are disregarded. This behavior can be regarded as drop from end of queue, i.e. the newest PDUs are discarded. The last delivered SN to higher layers is here used as an anchor point for the window, which, as it is below the window, pushes the window upwards. At expiry of the reordering timer, the SNs after the gap that started the timer are delivered to higher layers out of sequence; this behavior also pushes the window upwards. Moreover, for the pushed window, a general problem can occur in case more than half the SN space is brought in flight. This leads to a systematic error, where the reordering timer is started over and over again for PDUs which were discarded before. This problem is unrelated to HFN de-synch; it happens independent of SN wraparound, as illustrated in Figure 2. 
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Figure 2: General problem for pushed window operation; reordering timer starts for previously discarded PDUs which were received outside of the reordering window.
2.3 Way forward
Bearing the described problems in mind for both window operation options, we observe that it is of high importance for the PDCP transmitter not to bring more than half the SN space in flight. In fact, a feedback mechanism from SeNB to MeNB to ensure this has been agreed in RAN3 [6]. Having knowledge about successfully delivered PDCP PDUs via RLC on MeNB and SeNB, the MeNB can estimate the current PDCP window state in the UE (delivered PDCP SDUs) and avoid bringing more than half the SN space into flight.

Given that this feedback mechanism is established and a sufficiently high SN size is used (see section 3), we believe that the selection of the used window type would not impact the performance of the PDCP reordering much. Thus, we believe the established PUSH-based baseline TP in [2] provides a good way forward.
3 On the PDCP SN space

To avoid that more than half the SN space is brought in flight by the PDCP transmitter, the MeNB needs feedback from both successfully delivered PDCP PDUs on RLC of MeNB and SeNB link to the UE. With this information the MeNB can estimate the state of the reordering timer and window in the UE receiver (successfully delivered PDCP SDUs). However, this estimation could potentially be failure affected, and to be on the safe side the MeNB would throttle down its transmission rate. 

The relation between maximum possible throughput and round trip time (RTT) is shown in Figure 4 for a PDU size of 1500 byte and for two different SN spaces, based on 15 bit and 12 bit, respectively. For split bearers in dual connectivity, various delays contribute to the RTT, e.g. X2 delay, queuing in SeNB, varying need for RLC retransmissions on MeNB and SeNB link, and consequently PDCP reordering in UE. From Figure 4 it becomes obvious that throughput e.g. higher than 50Mbit/s cannot be supported by RTTs higher than 400ms with 12 bit SNs. 
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Figure 3: Maximum possible throughput for different PDCP SN number spaces.

To support higher throughputs and to leave the PDCP transmitter enough space to avoid bringing more than half the SN space in flight, i.e. to avoid potential HFN de-synch, it needs to be ensured that the PDCP SN space is large enough in dual connectivity. Currently, the SN length of 15 bits seems sufficient, but according to TS 36.306 [1] is optional. We should make sure that it is mandatory instead for Rel-12 capable UEs.

Proposal 1 Usability of PDCP SN space of 15 bits should be mandatory for dual connectivity capable UEs.
4 Reordering after SCG removal

In RAN2#86 it was agreed to continue the PDCP reordering functionality for some time after SCG removal. This is necessary, since e.g. in this case some PDUs which were originally planned to be sent via the SCG could not be sent due to its removal, while PDUs with higher SNs could be successfully received via the MCG. It should however be avoided to continue the reordering functionality for the MCG bearer forever, e.g. in order to allow legacy AQM mechanisms (e.g. PDCP PDU discard in DL) to work as intended for non-split bearers, i.e. a discarded PDU leads to immediate out-of-sequence delivery in the receiver. 

In the RAN2 email discussion [3] a trigger point to stop the new split PDCP reordering after SeNB removal should be selected. Several companies proposed to stop the continued reordering by means of explicit signalling. We discuss here details of these options:

1. An endmarker PDCP SN is included in RRC reconfiguration message that reconfigures the split bearer to MCG bearer [3]. The advantage is that no additional signalling is needed. 

2. Additional (new) RRC reconfiguration message to stop reordering explicitly. Requires further standardization.

3. Additional RRC reconfiguration message stopping reordering implicitly, i.e. reconfiguration of timer value to 0ms. May not require further standardization, but adds extra signalling overhead.

4. New PDCP Control PDU to stop reordering explicitly. Requires further standardization and can be considered as additional message.
5. PDCP reestablishment (requested by another RRC reconfiguration or at handover) stops reordering functionality for non-split bearer. 

The stop of reordering should not be left to UE implementation since it creates an uncertainty in the network about when the reordering had been stopped. The network is however required to know when exactly the UE stopped reordering in order to re-activate AQM mechanisms. This is especially important after SCG had been reconfigured as queues will increase when radio resources are decreased. Further, not leaving the stop to UE implementation is necessary so that the network can correctly estimate the PDCP data that is in flight, in order to be able to avoid HFN de-synchronization.

Given advantages and disadvantages of all listed approaches above, we do not have a strong opinion which type of explicit signaling should be introduced to stop the reordering functionality. We tend to prefer the endmarker approach, as it does neither require sending a second RRC message, nor a PDCP control PDU to the UE.

Proposal 2 Explicit indication from MeNB is used to stop reordering functionality, e.g. by including a PDCP SN endmarker in the RRC message that de-configures the split bearer.
5 Uplink considerations after SCG removal

So far the focus of the PDCP discussions had been on downlink and reception/reordering after SCG removal of split bearer. Besides this, we need to consider the following for the uplink part (transmitter) of the split bearer PDCP:
· If the split bearer had been configured to route UL PDUs to SCG RLC, the routing needs to be changed to MCG RLC. This change may be included in the reconfiguring RRC message.
· Unacknowledged PDUs, previously transmitted to SCG RLC need to be retransmitted via MCG RLC. This new behavior is partly overlapping with the legacy UL Reestablishment behavior, and thus requires a new description within the PDCP specifications.
Proposal 3 The transmitting split bearer PDCP entity in UL routes all PDUs to MCG RLC after SCG removal. Unacknowledged PDUs previously transmitted via SCG RLC are retransmitted via MCG RLC.
How this new PDCP behavior is invoked after SCG removal needs further description in the RRC specification, as further described in [6]. The UL PDCP behavior needs also to be considered at S-RLF, which is discussed in [5]. 
6 Details of reordering algorithm

In the RAN2 email discussion [2] a baseline text proposal had been established implementing the new PDCP reordering functionality in a separate section with absolute value operation and employing a PUSH based discard window, i.e. PDUs received outside of the window are discarded. 

In [2] it had also been discussed whether PDUs outside of the window shall be processed (especially ROHC decompressed) before being discarded. This is done in the legacy reception algorithm because it is a necessary part of the PDCP reestablishment procedure (e.g. at MeNB keychange). Example: PDCP reestablishment is invoked, which resets the header compression protocol. Afterwards, ROHC context update (IR) is received outside of window (e.g. because eNB unnecessarily retransmits since it was unaware of its delivery status before). Subsequent in-window PDUs need to be header decompressed based on this IR packet received outside of the window before.
Proposal 4 As in legacy behaviour, PDUs received outside of the discard window are processed before discard.
The necessity of this behaviour is illustrated in the following:

· PDU1 is IR for ROHC A

· PDU2 decompressed based on PDU1 (ROHC A)

· PDU3 decompressed based on PDU2 (ROHC A)

---- 

· MeNB handover, PDCP reestablishment, ROHC reset, MeNB starts retransmission of unacknowledged PDUs, e.g. starting with at PDU 2

---- 

· PDU2 is IR for ROHC B (received out of window, Last_Submitted_PDCP_RX_SN == 3)

· PDU3 decompressed based on PDU2 (ROHC B) (also received out of window)

· PDU4 needs to be decompressed based on PDU 3 (ROHC B), for that it is necessary that PDU 3 had been processed (and also PDU2) 
7 Conclusion
Based on the discussion above we make the following proposals:

Proposal 1
Usability of PDCP SN space of 15 bits should be mandatory for dual connectivity capable UEs.
Proposal 2
Explicit indication from MeNB is used to stop reordering functionality, e.g. by including a PDCP SN endmarker in the RRC message that de-configures the split bearer.
Proposal 3
The transmitting split bearer PDCP entity in UL routes all PDUs to MCG RLC after SCG removal. Unacknowledged PDUs previously transmitted via SCG RLC are retransmitted via MCG RLC.
Proposal 4
As in legacy behaviour, PDUs received outside of the discard window are processed before discard.
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