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1 Introduction

One open issue for PDCP reordering in split bearer operation is which type of window is applied. The contribution discusses the issue and propose to confirm the current agreement to use [1] as baseline.
2 Discussion

Current Status: Push Window, Pull Window and PDCP operation 
In general, window operation can be defined as ‘if received SN is within a window (i.e. higher than lower edge and lower than higher edge), do operation A’ or ‘if received SN is outside of a window, do operation B`. Push/pull window is to denote how the window upper edge and lower edge are updated. 

Push window operation and Pull window operation can be generalized as below.

<Table 1>

	Pull window
	Push Window

	· If received SN is within window; store the PDU in the window

· If received SN is out of window; update the window higher-edge based on the received SN.

· Window is moved by higher-edge

· Higher-edge is updated when the received SN is  higher than the current higher-edge 
	· If received SN is within window, store the PDU in the window

· If received SN is out of window; discard the received PDU

· Window is moved by lower-edge

· Lower-edge is updated when the stored PDU is forwarded to the upper layer 


The current PDCP operation (specified in 5.1.2.1.2) is based on neither pull window nor push window. 

It is composed with two parts; the first part to check whether the received PDCP SN is lower than Last_Submitted_PDCP_RX_SN and the second part to check whether received PDCP SN is higher than Next_PDCP_RX_SN. See further details in table 2.
<Table 2>

	The Current PDCP Operation
	Relevant text in the spec

	Check if received PDCP SN is lower than Last_Submitted_PDCP_RX_SN

If so, discard such PDCP PDU
	if received PDCP SN – Last_Submitted_PDCP_RX_SN > Reordering_Window or 0 <= Last_Submitted_PDCP_RX_SN – received PDCP SN < Reordering_Window:
-
if received PDCP SN > Next_PDCP_RX_SN:

…
-
discard this PDCP SDU;

	Check if received PDCP SN is higher than Next_PDCP_RX_SN
If so, update Next_PDCP_RX_SN and RX_HFN (if needed)
	
…
else if Next_PDCP_RX_SN – received PDCP SN > Reordering_Window:

-
increment RX_HFN by one;

…
-
use COUNT based on RX_HFN and the received PDCP SN for deciphering the PDCP PDU;

	Subsequent operations for in-sequence delivery
	Remaining parts of the section


As seen above, no window operation is applied to the received SN. The received SN is tested if it is lower than the Last_Submitted_PDCP_RX_SN for duplicate detection and if it is higher than the Next_PDCP_RX_SN for COUNT determination. If it were window operation, the received SN would have been tested if it is higher than Last_Submitted_PDCP_RX_SN and lower than Next_PDCP_RX_SN. 
In the next, we will discuss what would be the consequence if push window or pull window is applied for split bearer operation.

Option 1: Push window for split bearer operation
Push window operation for the split bearer can be summarized as below. 

· If the received PDCP SN is within the window, stored the PDU
· If the received PDCP SN is out of the window, discard the PDU

· Window lower edge is Last_Submitted_SN

· Update the window lower edge when PDCP SDU is forwarded to the upper layer

Looking simple, implementing the operation in absolute value approach could be more complex than it appears. Because of absolute value approach, the case where window lower edge is on the lower half and the case where window lower edge on the higher half should be handled separately as in figure 1 and figure 2.
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Fig 1
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Fig 2

Since the window operation is something new in the PDCP, text in 5.1.2.1.2 may not be as much reusable as in other cases.

Option 2: Pull window for split bearer operation
Pull window operation for the split bearer can be summarized as below. 

· If the received PDCP SN is within the window, stored the PDU

· If the received PDCP SN is out of the window, update the higher edge
As like push window, two cases should be considered separately as in figure 3 and figure 4.
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Fig 3
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Fig 4

Option 3: Extending the current PDCP operation for split bearer
RAN2 #86 agreed to implement PDCP operation based on [1]. The operation described in [1] can be summarized as below.
· If the received PDCP SN is lower than Last_Submitted_PDCP_SN, discard the PDU

· If the received PDCP SN is higher than Next_PDCP_RX_SN, update the Next_PDCP_RX_SN

· If the received PDCP SN is higher than Last_Submitted_PDCP_SN and lower than Next_PDCP_RX_SN, stored the PDU

The second bullet could be considered as Pull Window operation because received PDCP SN being higher than Next_PDCP_RX_SN is equivalent to that PDCP SN is out of a window whose higher edge is Next_PDCP_RX_SN (because the window size is equal to the half space of PDCP SN). One difference from the full window operation is that received SN lower than Last_Submitted_PDCP_SN is discarded. See figure 5 and 6 for more details.
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Fig 5
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Fig 6

Comparing options
Comparing three options in procedure point of view, followings are observed;
· Capturing push window in absolute value based operation is most difficult

· The simplest way to implement reordering operation is to reuse the current PDCP operation as much as possible (i.e. option 3) 

In functional point of view, the difference between options can be summarized as below.

<Table 7>

	
	Option 1: PUSH window
	Option 2: PULL window
	Option 3: No window

	COUNT determination
	Based on Next_PDCP_RX_SN and reordering window

	Rcvd PDU is out of window
	Discarding
	Updating the window
	Updating the window

	Rcvd PDU is within widow
	Storing
	Storing
	Storing if higher than LSPN

Discarding if lower than LSPN


In option 3 and Pull window approach, network may be posed with a restriction because Next_PDCP_RX_SN updates the window. For example, Network shall make it sure that the difference between Last_Submitted_PDCP_SN and Next_PDCP_RX_SN is less than Reordering_Window. Considering that Reordering_Window can be 16,384, the restriction seems not serious.
One benefit of Push window operation is that NW may schedule beyond 16,384 packets on the fly. However the chance is very small that such huge number of packets are on the fly because lower layer provides ARQ with configurable parameters (i.e. even NW does very aggressive scheduling, the number of on-the-fly packets can be kept small by frequent RLC polling). 
3 Conclusion
Comparing 3 options, followings are observed.
· Push window approach is least aligned with the current operation. Option 3 is most aligned with the current operation. 
· Option 3 can be understood as the combination of Pull window and discarding function. 

· With the push window approach, aggressive scheduling is possible without frequent RLC polling

· With option 3, aggressive scheduling is possible with frequent RLC polling 
Based on the observation above, the proposal is to confirm that option 3 is applied for split bearer. 
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