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1 Introduction

This contribution concerns a report of the following RAN2 e-mail discussion:

[86#30][LTE/DC] Implementation of PDCP reordering function in PDCP specification (Samsung) 

=>
Intended outcome: Email discussion report to next meeting (UP Session)
During the last RAN2 UP session, the basic principle on the PDCP reordering has been agreed as below. 
=>
Specify whole PDCP reordering procedure in separate section using absolute value operation.
The e-mail discussion aims to provide agreeable text proposal conforming to above agreement. [1] provided text proposal aligned with the principle, which is used as the baseline for this e-mail discussion. 
In the next section, slightly modified text proposal is presented where ‘duplicate detection and discarding’ part (highlighted with deep yellow) is added. Unlike as the legacy procedure, PDCP PDU whose SN is older than Last_Submitted_PDCP_RX_SN is silently discarded without being processed. 
Companies are invited to provide their view and suggestion.
2 Discussion

2.1 Baseline Text Proposal
5.1.2.1.x
Procedures for split bearer 
5.1.2.1.x.1
  Procedures when a PDCP PDU is received from the lower layer

For split bearer or for MCG bearer as in 5.1.2.1.x.3, at reception of a PDCP Data PDU from lower layers, the UE shall:
-
if received PDCP SN – Last_Submitted_PDCP_RX_SN > Reordering_Window or 0 <= Last_Submitted_PDCP_RX_SN – received PDCP SN < Reordering_Window:

-
discard this PDCP PDU;
-
else if Next_PDCP_RX_SN – received PDCP SN > Reordering_Window:

-
increment RX_HFN by one;

-
associate COUNT based on RX_HFN and the received PDCP SN for deciphering the PDCP PDU;

-
set Next_PDCP_RX_SN to the received PDCP SN + 1;

-
else if received PDCP SN – Next_PDCP_RX_SN >= Reordering_Window:

-
associate COUNT based on RX_HFN – 1 and the received PDCP SN for deciphering the PDCP PDU;

-
else if received PDCP SN >= Next_PDCP_RX_SN:

-
associate COUNT based on RX_HFN and the received PDCP SN for deciphering the PDCP PDU;

-
set Next_PDCP_RX_SN to the received PDCP SN + 1;

-
if Next_PDCP_RX_SN is larger than Maximum_PDCP_SN:

-
set Next_PDCP_RX_SN to 0;

-
increment RX_HFN by one;

-
else if received PDCP SN < Next_PDCP_RX_SN:

-
associate COUNT based on RX_HFN and the received PDCP SN for deciphering the PDCP PDU;
-
if a PDCP PDU with the same PDCP SN is stored:

-
discard this PDCP PDU;

-
else:

-
store the PDCP PDU;
	PDU reception / associated COUNT determination / storing


-
if received PDCP SN = Last_Submitted_PDCP_RX_SN + 1 or received PDCP SN = Last_Submitted_PDCP_RX_SN – Maximum_PDCP_SN:
-
perform deciphering and header decompression (if configured) and deliver to upper layers in ascending order of the associated COUNT value;
-
all stored PDCP PDU(s) with consecutively associated COUNT value(s) starting from the COUNT value associated with the received PDCP PDU;
-
set Last_Submitted_PDCP_RX_SN to the PDCP SN of the last PDCP SDU delivered to upper layers.
	** Green part is to process and deliver to upper layer in-sequenced PDCP PDUs due to received PDU**


-
if reorderingTimer is running:
- 
if PDU with Reordering_PDCP_RX_COUNT -1 has been delivered to upper layers
- 
stop and reset reorderingTimer;
-
if at least one PDCP PDU remain stored in the reordering buffer and reorderingTimer is not running:
-
start reorderingTimer.
-
set Reordering_PDCP_RX_COUNT to RX_HFN and Next_PDCP_RX_SN.
5.1.2.1.x.2
  Procedures when reorderingTimer expires

When reorderingTimer expires, the UE shall:
-
perform deciphering and header decompression (if configured) and deliver to upper layers in ascending order of the associated COUNT value; 
-
all stored PDCP SDU(s) with an associated COUNT value less than Reordering_PDCP_RX_COUNT;
-
all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from Reordeing_PDCP_RX_COUNT; 
-
set Last_Submitted_PDCP_RX_SN to the PDCP SN of the last PDCP SDU delivered to upper layers;.
-
if at least one PDCP PDU remains stored in the reordering buffer and it is split bearer:
-
start reorderingTimer.
-
set Reordering_PDCP_RX_SN to RX_HFN and Next_PDCP_RX_SN.
	**Blue part is about reorderingTimer**


2.2 Discussion and Companies views
Above text proposal has following characteristics; 
· Duplicate PDU is silently discarded
· Next_PDCP_RX_SN, Reordering_Window, RX_HFN, Maximum_PDCP_SN are reused
· New variable of Reordering_PDCP_RX_COUNT is introduced to paly the role of VR(UX)
Companies are invited to provide the opinion on each item/question.
Should duplicate PDUs be silently discarded (option 1) or “discarded after being processed as current specification (option 2)?
	Company
	Opinions
	Remarks

	Samsung
	Option 2
	In the current behaviour, duplicate PDCP PDU transmission after handover may occur because PDCP PDU having transmitted in the old cell can be retransmitted in the new cell (if PDCP retransmission is initiated before PDCP status report is received).

It is same for SeNB change because PDCP PDU having transmitted in the old S-RLC can be retransmitted in the new S-RLC (if PDCP retransmission is initiated before PDCP status report is received)  

In the current behavior, duplicated PDCP PDU should be processed before discarding because important ROHC packet like IR can be contained within it.

In the new behavior, it is not the case because ROHC operation is not affected at all.

Based on above observation, we think duplicate detection and discarding is needed but processing the duplicate PDCP PDU is not needed.
In the discussion, one company pointed out that silent discarding may cause problem in case of MeNB handover. We tend to agree it would be a problem (not happen very frequently, but still good to solve). For example, MeNB handover occurs with the split bearer maintained; ROHC would be reset and the packets transmitted after handover would contain IR packet. If this packet is silently discarded, header compression operation would be seriously deteriorated. 
Our previous preference to option 1 (silent discarding) was largely based on the assumption that option 2 (discarding after processing) would introduce serious complexity. But it seems be done with almost no additional complexity (i.e. copy and paste of the current specification would be enough). 
We now support the option 2.

	LG
	Option 1
	The duplicated PDCP PDU should be discarded, and the issue is whether the ROHC header of duplicated PDCP PDU needs to be processed. 
When the SeNB is changed for the split bearer, the unacknowledged PDCP PDU transmitted via the source SeNB may be retransmitted via the target SeNB or MeNB. In this case, the PDCP shall retransmit the PDCP PDU as it is, i.e. without any change of ROHC context or ciphering, to the UE. Otherwise, there would be problem in the header decompression in the UE, due to the PDCP PDU reordering. 
For example: 
PDCP transmits 1, 2, 3, 4, 5 where MeNB transmits 1, 3, 5 and SeNB transmits 2, 4.
The UE receives 1, 3, 5, but not receives 2, 4.
SCG change occurs.
PDCP retransmits 2, 4 with a new ROHC context, and 2 is a context update (e.g. IR or IR-DYN) packet.
In the above example, the header decompression would fail unless the header decompressor decompresses the PDUs in the order 1, 3, 5, 2, 4. However, the reordering function will deliver PDUs in the order of 1, 2, 3, 4, 5 to the header decompressor, in which case, the decompression of 3 and 5 will fail due to the header context update by 2. Therefore, the PDCP in MeNB shall retransmit the PDCP PDU as it was transmitted before SeNB change.
If we assume that the PDU is retransmitted without any change, then there would be no case that new ROHC context is used for the retransmitted PDCP PDU, and we can just discard the duplicated PDCP PDU.


	NEC
	Option 1 
	It is possible to receive a PDCP PDU with SN older than Last_Submitted_PDCP_RX_SN. For reconfiguration case (e.g. reconfigure split bearer to MCG bearer), discarding is enough.For HO case, we need to further discuss on the need of deciphering and header decompression and the order.

	NSN-Nokia
	Option 2
	The current duplicate discard is needed for the reasons raised by Samsung. Other reason are:

-in case of reconfiguration from MCG to Split Bearer after a HO, the discard is needed for the same reason as legacy: the target eNB can send PDU that are already delivered to higher layers.

-In case of reconfiguration of Split Bearer to MCG bearer, during temporary reordering phase, the MeNB could send some PDU that are already delivered to higher layers

The discard window was introduced in  RP-080387, and the reason to introduce it are the same

In case of change of SeNB without Key change, MeNB has to re-send the PDCP PDU using the same content as the first transmission. This is due to the security rule that PDCP SN are used only once.

In the example above the following action is not allowed unless the Key changes in MeNB:

PDCP retransmits 2, 4 with a new ROHC context, and 2 is a context update (e.g. IR or IR-DYN) packet.
[NSN-Nokia-2]

We are in favour of having the order deciphering (storage(header decompression as proposed in R2-142087 and in this Annex (as in V2 of the email discussion report).

And as in our contribution, we prefer to perform deciphering during the discard.

For us the real question is the use of ROHC for split bearer in Rel-12: if it is limited to Voip, we don't see real use case.

We support opion 2


	Ericsson
	Depends on supported window option; option 2
	We note that the given baseline text proposal does not implement a Pull-based reordering window as in RLC UM, which was among others proposed in [R2-142692]. And without the duplicate discard in question, the baseline text proposal did not implement a Push based reordering window either.

But, with the introduced duplicate detection the behaviour of the outlined reception algorithm is fundamentally changed as it wraps the algorithm into a Pushed based reception window (based on Last_Submitted_PDCP_RX_SN). With Reordering_Window = half the SN space, a black/white behaviour is introduced: new SNs inside this window are received, new SNs outside this window are interpretated as too late or duplicates and are discarded. This is fundamentally different from a Pull based reception window functionality, where new SNs are interpreted as new Next_PDCP_RX_SN which pulls the window up. 

The window option affects mainly the behaviour how the PDCP receiver treats PDUs if more than half the SN space is in flight. We agreed that the transmitter should avoid bringing more than half the SN space in flight, but it may happen anyway. In this situation the two window types would have the following properties, as we explained also in R2-142400. 

PUSH:

· Window anchored by Last_Submitted_PDCP_RX_SN.

· Discard PDUs outside of window (interpretated as too late)

· Determine HFN with interpretation that PDUs outside of window are too late
· Problem: Newest received PDUs are discarded (instead of oldest) if more than half SN space is in flight.
· Problem: Discarded PDUs will start reorderingTimer when window advances, this creates a systematic error

· Problem: Since no feedback (as in RLC AM), window is not advanced as long as reordering timer is running

PULL:

· Window is anchored by Next_PDCP_RX_SN.

· PDUs outside of window are interpretated as new and pull the window upwards

· Determine HFN with interpretation that PDUs outside of window are newer

· Problem: PDUs received in time after actually late PDUs (outside of window) might cause HFN desynch  

Before going into the details for the reception algorithm, we would like to trigger a more fundamental discussion on the used window type for the PDCP reception algorithm. 

Furthermore, if we understand Samsung and LG correctly, assuming that the PDCP transmitter does not change the ROHC context when retransmitting, this addition is anyway not needed?

We note also that this duplicate detection based on Last_Submitted_PDCP_RX_SN happens after the delivery to higher layer or after reordering timer had expired for the first SN reception of the duplicate. This means that also the header decompression was not affected by the incoming duplicate.

	ZTE
	Option 1
	The PDCP PDU should be discarded if it is really a duplicated PDCP PDU as explained by LG and Samsung. But the case (deep yellow) could also occur when PDPC PDU comes too late or too early before reordering timer expires. For these cases, I am not sure whether we should also discuss here or next meeting.

	Huawei, HiSilicon
	Yes for the packets falling out of the re-ordering window;
No for the packets falling into the reordering window.
	The buffer should not contain duplicate copies of packets. But instead of discarding the newly arrived one, it may be better to replace the old one with the new one, i.e., discarding the old one. This should not make difference for normal operation, as the PDU with the same SN should have the exactly same content. But it would help the mobility scenarios (intra-MeNB HO), allowing the target MeNB to start its own ROHC session in re-transmission, by

· Starting possible re-transmission after receiving PDCP status report, so that the re-transmitted packets do not fall out of the re-ordering window;

· Retransmitting the PDU cumulatively (not selectively) onwards from the missing one.
Tough we agree with Ericsson that whether to use PULL or PUSH window should be discussed first, we prefer the PUSH window based approach. Thus, we are fine with what capatured in the baseline text. To us, the possible desync of HFN in PULL window based approach is a fatal algorithm error that can be addressed only through PDCP re-establishment. On the contrary, the problem of reordering timer triggering due to discarding early arrived packets can be self-corrected in PUSH window based approach, though at the cost of some efficiency.

	CATT
	Option 1
	The MeNB is aware of the packet lost over X2 and Uu with the feedbacks from the SeNB. If a packet is lost during SeNB change, the MeNB should retransmit it. A smart MeNB implementation should not retransmit a PDCP PDU with a new ROHC context. Otherwise any packet with a PDCP SN after ROHC control packet will not be able to be decompressed. On the other hand, if an IR packet is lost during SeNB change, the MeNB should retransmit the PDCP PDU with the old ROHC control packet. The network implementation can avoid the error casued by the ROHC context change.
But we would agree that the Text Proposal does not really a PULL window. Then it’s not really a RLC UM like reordering. A PULL window does not discard the packet with (received PDCP SN – Last_Submitted_PDCP_RX_SN > Reordering_Window).

	Alcatel-Lucent/ Alcatel-Lucent Shanghai Bell
	Option 1
	For bearer reconfiguration, the PDCP retransmits the PDCP PDU with the same content without any changes to RoHC context or ciphering to enable header decompression.

For SeNB change, the current agreement is to use SeNB release and add even when intra-SeNB change is performed. PDCP layer is not re-established. The same PDCP PDU with the same content should be re-transmitted from target SeNB or MeNB.

For handover, PDCP is re-established and legacy behaviour applied. We don’t see why intra-eNB and inter-eNB should be handled differently. 



	ETRI
	Option 1
	In Dual Connectivity, duplicated PDCP PDU transmission could be occurred by SeNB change or bearer reconfiguration. Since, in these cases, same PDCP PDU could be received from two eNBs, it is necessary to discard the duplicated PDCP PDUs in receiving side. 

In case of SeNB change, as there is not considered PDCP re-establishment, PDCP PDUs with same content are retransmitted to UE without key change. 

Since, it is common that key change is not performed in case of bearer reconfiguration, failure of header compression is not occurred. Of course, if it needs to modify ROHC context for a certain reason, it is necessary to deliver context update packet at proper time. 

	DCM
	Option1
	We share the LGE’s view. The intension of the processing before discarding is to update ROHC context, and for split bearer, it is not needed unless PDCP is re-established. If PDCP is re-established, the legacy reordering will be applied.

	NVIDIA
	Option 2
	We believe processing the ROHC header would be needed in the case of handover with split bearer (re)-configured, for the same reason as for legacy handover.
Though, we are not sure yet if using the legacy duplicate and discard window would be appropriate in this context.

	Qualcomm
	Option 1
	For split bearers, transmission of duplicate PDCP PDUs could occur more frequently than in the current behaviour, due to non-ideal flow control over X2. Therefore, it is important for the UE to discard duplicate packets without incurring the extra complexity of de-cyphering them. The case of handover/re-establishment is relatively infrequent and should be treated separately from normal operation, following the same principle as in the current PDCP specification.


Are current variables/constants Next_PDCP_RX_SN, Reordering_Window, RX_HFN, Maximum_PDCP_SN reused? 
	Company
	Opinions
	Remarks

	Samsung
	Yes
	To confirm to the agreement “Specify whole PDCP reordering procedure in separate section using absolute value operation”, reusing the current variable would be most straightfroward 

	LG
	Yes
	Reordering_Window and Maximum_PDCP_SN are constant values, and they can be used as they are.
Next_PDCP_RX_SN and RX_HFN are state variables defined per PDCP entity regardless of bearer type, so they can also be used as they are.

	NEC
	Yes
	Align with agreement

	NSN-Nokia
	Yes
	In PDCP buffer, PDU are identified by COUNT value. As we will use only one PDCP buffer, the same variable constant should be used.

	Ericsson
	Yes
	Agree with reuse. 

	ZTE
	Yes
	

	Huawei
	Yes
	These variables can be reused.

	CATT
	Yes
	Reusing what we have in the PDCP specification is straightfoward.

	Alcatel-Lucent/ Alcatel-Lucent Shanghai Bell
	Yes
	

	ETRI
	Yes
	We think reuse of above parameters is straightforward.  

	DCM
	Yes
	We think this variable is associated to the SN. So, TP should be as follows:

-
if at least one PDCP PDU remains stored in the reordering buffer and it is split bearer:
-
start reorderingTimer.
-
set Reordering_PDCP_RX_SN to Next_PDCP_RX_SN.

	Qualcomm
	Yes
	


Is new variable of Reordering_PDCP_RX_COUNT introduced?
	Company
	Opinions
	Remarks

	Samsung
	Yes
	We need to introduce new variable like VR (UX). Since the agreement is to apply absolute value operation, we think using COUTN instead of PDCP SN is better in simplifing the procedure.
Upon expiry of reordering timer, UE should determine which PDUs stored in the buffer are older than the VR(UX) like variable.  
If Reordering_PDCP_RX_SN is used, the determination would be complex procedure (i.e. determining it by using stored PDCP SN, Reordering_Window, RX_HFN, associated HFN and Reordering_RX_SN)
If Reordering_PDCP_RX_COUNT is used, the determination is done easily by comparing stored PDCP PDU’s associated COUNT and Reordering_PDCP_RX_COUNT

	LG
	Yes
	Using Reordering_PDCP_RX_SN maintains the commonality with other state variables. However, we agree that using Reordering_PDCP_RX_SN makes the procedure complex due to the determination of associated HFN value. Therefore, we are ok to introduce Reordering_PDCP_RX_COUNT

	NEC
	Yes 
	It looks simple. 

	NSN-Nokia
	Yes, but in a different way
	We prefer to use a pair of variable: VRX_PDCP_RX_SN and VRX_RX_HFN.

This allows to use a mathematical evaluation for the stopping of the re-ordering timer, and for the starting of it:

Instead of saying: ‘if PDU with Reordering_PDCP_RX_COUNT-1 has been delivered to upper layers”, 

we can say:

“if VRX_PDCP_RX_SN = Last_Submitted_PDCP_RX_SN + 1 or 

VRX_PDCP_RX_SN = Last_Submitted_PDCP_RX_SN – Maximum_PDCP_SN or

VRX_PDCP_RX_SN – Last_Submitted_PDCP_RX_SN > Reordering_Window or 

0 <= Last_Submitted_PDCP_RX_SN – VRX_PDCP_RX_SN < Reordering_Window :”

In the same manner, instead of saying:

“if at least one PDCP PDU remain stored in the reordering buffer”

We can say:

“if Next_PDCP_RX_SN – Last_Submitted_PDCP_RX_SN > 1 or 

0 < Last_Submitted_PDCP_RX_SN – Next_PDCP_RX_SN < Maximum_PDCP_SN :”



	Ericsson
	Yes
	In the proposed algorithm, Reordering_PDCP_RX_COUNT seems an elegant way to specify e.g. delivering SDUs in-order when reordering timer expires. Otherwise, to be precise, Reordering_PDCP_RX_SN as well as Reordering_PDCP_RX_HFN would have needed to be introduced anyway.

	ZTE
	Yes
	The terminology “reordering buffer” is not so clear to me. 

	Huawei
	Yes
	We agree with Samsung’s reasoning, and see it more elegant to use Reordering_PDCP_RX_COUNT than Reordering_PDCP_RX_SN. 

	CATT
	Yes
	The new variable can simplify the specification.

	Alcatel-Lucent/ Alcatel-Lucent Shanghai Bell
	Yes
	

	ETRI
	Yes
	Considering consistency with other variables in legacy specification, it seems that the Reordering_PDCP_RX_SN is reasonable. However, we prefer the Reordering_PDCP_RX_COUNT in order to avoid complex HFN determination.

	DCM
	Yes
	We think that this valiable should be associated to the COUNT value. So, the TP should be as follows:

-set Reordering_PDCP_RX_COUNT to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN.

	NVIDIA
	Yes
	It is more elegant. 

Regarding  “reordering buffer”, we have the same comment as ZTE.

	Qualcomm
	Yes
	


Other

	Company
	Subject
	Remarks

	NSN-Nokia
	
	PDU or SDU in the Buffer

It is our understanding that the same buffer will be used for Rel-8 handling and Rel-12 Split bearer re-ordering.

In PDCP specifications, PDU becomes a SDU when it is deciphered and decompressed. (see 5.1.2.1.2 in 36.323).

As a result, the buffer will contain both PDU and SDU. (see Observation 3 below)

We have made some proposal in the attached TP to handle this.

Ciphered and unciphered SDU in the Buffer

For a MCG bearer (using legacy PDCP procedures), the order of actions is the following:

PDCP performs  Deciphering --> Header Decompression --> storage/delivery 

As a consequence, for a MCG bearer, the PDCP buffer may contain de-ciphered and de-compressed SDU. When the bearer is reconfigured to a split bearer, if the buffer contains de-ciphered and de-compressed SDU, it is obvious that those SDU will not be re-ciphered or re-compressed. 

Observation 1: During split bearer operation, the PDCP buffer may contain de-ciphered and de-compressed SDUs.

During RAN2#86 meeting, the order of operations when a PDU is received was decided as following:

=>   PDCP performs Reordering --> Deciphering --> Header Decompression

This means that for a split bearer, there will be ciphered and compressed PDU in the buffer. 

Observation 2: During split bearer operation, the PDCP buffer may contain ciphered and compressed PDUs.

This leads to the following:

Observation 3: During split bearer operation, the PDCP buffer may contain both de-ciphered and de-compressed  SDU along with ciphered and compressed PDUs.

As a consequence, the handling of the SDU/PDU before delivery should depend of their status, they are deciphered and decompressed only if they were ciphered and compressed. 

May be we should re-consider the order PDCP performs Reordering --> Deciphering --> Header Decompression and put deciphering first.

For header decompression, the same issues apply.
Feedback for discard window

As pointed out in R2-142087: if some PDCP PDU loss over X2 is not taken into account by MeNB or if MeNB reacts to slowly on the loss, a gap will be introduced in the PDCP PDU delivered to UE. This will cause the discard window to stall and some PDU can be delivered out of the window and be discarded. The MeNB will not be aware of this because the PDUs are successfully received by RLC and MeNB can discard them.

We have proposed in R2-142087 that UE sends a status PDU when the re-ordering timer expires, but it would be even more efficient and quicker that an indication of the discard window status is transmitted to the peer protocol entity when a PDU outside the current discard window is received. This indication would give information about the status of the discard window and allow MeNB to take appropriate measures.

Lack of non discard condition

We think that there is a need to add a non-discard condition in the UE behaviour description. It is added in the attached TP:

-
if the PDCP PDU has not been discarded in the above:
We have made some proposal in the attached TP.

Proposed TP

We have attached a TP with the following changes:

-we have re-used the formatting of the specification (B1, B2…) which makes the indentation easier

-we have changed the handling of the COUNT variables for the timer (see above)

-we have added some further description for the issue of ciphered and unciphered SDU in the buffer

-Our changes are marked in grey
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[NSN-Nokia 2]

Lack of non discard condition

The way the TP is written in the Annex (V2 and V3), is not the same as it is in the current specifications regarding the non discard condition.

In the TP in the Annex, the missing condition “if the PDCP PDU has not been discarded in the above:”, has been introduced,  but not as it stands in the current spec (and in our TP),

In our understanding this implementation is missing the point: in the current specifications, ALL procedure steps after that condition are subject to that condition, i.e. are to be carried out only for PDUs received in-window. But this property does not hold even in the updated TP in the Annex.

Ciphered and unciphered SDU in the Buffer

Here are two figures that show the impact of having re-ordering and storage before deciphering.

1- The following figure shows the reconfiguration of a Bearer when deciphering is done after re-ordering. The PDCP storage is called "PDCP Memory":


[image: image2.emf]PDU deciphering


2- The following figure shows the impact of the change of MeNB Key (Same Cell HO) when deciphering is done after re-ordering:
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	Ericsson
	NSN-Nokia issues
	Buffer
We share the concerns with NSN-Nokia that current proposed specifications would lead to both PDUs and SDUs in buffer. We think however that it should be left to UE implementation how it organizes its buffer (or separate buffers). It is clear that the UE will only deliver the SDU to the higher layer, which it needs to have deciphered/decompressed before. 
Feedback for discard window
We believe that no explicit feedback about reordering timer expiry or discard should be introduced. However we see issues also in using the Push based discard window as described in Section 2.2. Therefore, we should consider using a Pull based reordering mechanism in PDCP as it was introduced for RLC UM, where no feedback is needed.

	Huwei, HiSilicon
	NSN-Nokia issues
	Buffer
We also think that it is up to UE implementation with regards to how SDU and PDU are stored in the re-ordering operation.
Feedback for discard window

As explained in the answer to the first question, we prefer PUSH window based approach to handle the reordering window. Hence, we see NSN-Nokia’s proposal on feedback for discard window have a valid point. We can discuss further if it is worth to have this kind of feedback report after seeing more details.

	LG
	NSN-Nokia issues
	Buffer
Our understanding is that Legacy in-order delivery buffer stores PDCP SDUs, and the new reordering buffer stores PDCP PDUs. They are logically separate buffers, and we don’t understand why the same buffer is used for both legacy in-order delivery and new PDU reordering.
Feedback for discard window

RAN2 agreed at RAN2#85 that “RLC UM like reordering scheme (with a t-Reordering timer) is used for PDCP layer reordering in case of split bearers.”. Using reordering timer means that there may be some packet loss, and we rely on reorering timer to avoid further stalling.
Using feedback in addition to the reordering timer is to introduce a new method by mixing up AM and UM like reordering. We think there is no reason to use both schemes simultaneously.

	ZTE
	
	Buffer

We are not sure whether there is a real problem. 
Case 1: PDCP SDUs mixed by new PDCP PDU will happen when split bearer is configured immediately after handover i.e. before legacy reordering is finished. But since target eNB clear know when legacy reordering will be finished, target eNB can avoid such problem by a bit late configuration of SeNB.
Case 2: PDCP PDUs mixed by PDCP SDU. It will happen when split bearer is changed back to MCG bearer or a MeNB handover happen. For MeNB handover I guess there is no choice but deciper and decpmress existing PDCP PDUs at first to follow legacy PDCP reordering. For the reconfiguration back MCG bearer case, we agree that reordering will continue for a while. To me this means before reordering is finished the treatment order should follow the new order we agreed at last meeting i.e. reordering-.decipher->decompress. After temporary reordering is finished then the treatment order follow legacy one. So to me PDCP PDUs will not mixed by PDCP SDU.
Feedback for discard window

We are not conviced by this either.PDCP PDU will be discard either because of duplication, or too late arrival or too early arrival. If it is too late arrival, I guess transmitter can’t do anything since this PDCP PDU is on the way and normall it is because RLC retransmission. If it is too early arrival, it may happen when transmitter doesn’t have a clear picture of the reordering window in UE. But it is not difficult for transmitter to control it as long as it rely on the feedback information from both SeNB and RLC entity in MeNB.

	Alcatel-Lucent/ Alcatel-Lucent Shanghai Bell
	NSN-Nokia issues
	Buffer

We think the storing of PDCP SDUs and PDCP PDUs in buffer(s) can be left to the UE implementation. 

Feedback for discard window

We support the rapporteur view to discuss the PUSH and PULL based window usage at the next meeting.



	NVIDIA
	Nokia Networks issues
	PDU or SDU in the Buffer - Ciphered and unciphered SDU in the Buffer
With the current agreements, we can have both PDU (ciphered and compressed) and SDU (unciphered and uncompressed) stored.
As stated in our previous contribution R2-142693, we prefer deciphering->reordering order, as nothing prevents it and it enables to reduce burst deciphering.
We think that the point raised here is another argument to prefer deciphering->reordering order.


We would end up with only SDUs (compressed and uncompressed) being stored.
It is not ideal, but it would simplify the implementation, and it would avoid for instance use cases with PDUs ciphered with different keys etc.

Feedback for discard window

We have no strong view on this yet.

	Qualcomm
	NSN-Nokia issues
	Buffer: managing of the legacy and reordering buffers can be left up to UE implementation, as logically they are different in both content and purpose.


3 Conclusion & recommendation
Three questions are asked for companies view.

Q1: Should duplicate PDUs be “silently discarded” (option 1) or “discarded after processed” (option 2)

8 companies prefer option 1, 4 companies prefer option 2, and one company propose to apply one of them depending on the given circumstances.

Since there is no technical showstopper for all options discovered during the e-mail discussion, it is proposed to go for option 1.

Proposal 1: duplicate PDUs are silently discarded in split bearer operation
Q2: Are current variables/constants Next_PDCP_RX_SN, Reordering_Window, RX_HFN, Maximum_PDCP_SN reused?
All companies agree to reuse them

Proposal 2: Next_PDCP_RX_SN, Reordering_Window, RX_HFN, Maximum_PDCP_SN are reused
Last_Submitted_PDCP_RX_SN is mistakenly missing in the discussion. It seems non-controversial and already taken as granted.

Proposal 3: Last_Submitted_PDCP_RX_SN is reused

Q3: Is new variable of Reordering_PDCP_RX_COUNT introduced?
11 companies answer yes to this question. One company prefer to have a pair of variable: VRX_PDCP_RX_SN and VRX_RX_HFN

Proposal 4: Reordering_PDCP_RX_COUNT is introduced

During the e-mail discussion, new issues have been brought up;

· PDU and SDU in the buffer
· The order of reordering and deciphering

· Push window or Pull window

· Feedback for discard window
· etc
Due to the limit of e-mail discussion itself, no conclusion on above issues are drawn. It is proposed to discuss them based on company contribution during the meeting.

TP is attached in the Annex. 

Proposal 5: To agree on the text proposal in the Annex as the baseline for split bearer operation. 
4 References
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R2-142257
PDCP reordering for split bearer (option 2)
Samsung
Annex. Text Proposal (update from the baseline text in the discussion section)
5.1.2.1.x
Procedures for split bearer 
5.1.2.1.x.1
  Procedures when a PDCP PDU is received from the lower layer

For split bearer as in 5.1.2.1.x.3, at reception of a PDCP Data PDU from lower layers, the UE shall:
-
if received PDCP SN – Last_Submitted_PDCP_RX_SN > Reordering_Window or 0 <= Last_Submitted_PDCP_RX_SN – received PDCP SN < Reordering_Window:





-
discard this PDCP PDU;

-
else if Next_PDCP_RX_SN – received PDCP SN > Reordering_Window:

-
increment RX_HFN by one;

-
associate COUNT based on RX_HFN and the received PDCP SN for deciphering the PDCP PDU;

-
set Next_PDCP_RX_SN to the received PDCP SN + 1;

-
else if received PDCP SN – Next_PDCP_RX_SN >= Reordering_Window:

-
associate COUNT based on RX_HFN – 1 and the received PDCP SN for deciphering the PDCP PDU;

-
else if received PDCP SN >= Next_PDCP_RX_SN:

-
associate COUNT based on RX_HFN and the received PDCP SN for deciphering the PDCP PDU;

-
set Next_PDCP_RX_SN to the received PDCP SN + 1;

-
if Next_PDCP_RX_SN is larger than Maximum_PDCP_SN:

-
set Next_PDCP_RX_SN to 0;

-
increment RX_HFN by one;

-
else if received PDCP SN < Next_PDCP_RX_SN:

-
associate COUNT based on RX_HFN and the received PDCP SN for deciphering the PDCP PDU;
-
if a PDCP PDU with the same PDCP SN is stored:
-

-
discard this PDCP PDU; 
-
else:

-
store the PDCP PDU;
-
if received PDCP SN = Last_Submitted_PDCP_RX_SN + 1 or received PDCP SN = Last_Submitted_PDCP_RX_SN – Maximum_PDCP_SN:
-
perform deciphering and header decompression (if configured) and deliver to upper layers in ascending order of the associated COUNT value:
-  all stored PDCP PDU(s) with consecutively associated COUNT value(s) starting from the COUNT value associated with the received PDCP PDU;

-
set Last_Submitted_PDCP_RX_SN to the PDCP SN of the last PDCP SDU delivered to upper layers.
-
if reorderingTimer is running:

- if PDU with Reordering_PDCP_RX_COUNT -1 has been delivered to upper layers.
- stop and reset reorderingTimer;

-
if reorderingTimer is not running:
-
if Next_PDCP_RX_SN -  Last_Submitted_PDCP_RX_SN > 1 or 0 < Last_Submitted_PDCP_RX_SN – Next_PDCP_RX_SN < Maximum_PDCP_SN:
-
start reorderingTimer.
-
set Reordering_PDCP_RX_COUNT to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN.
5.1.2.1.x.2
  Procedures when reorderingTimer expires

When reorderingTimer expires, the UE shall:
-
perform deciphering and header decompression (if configured) and deliver to upper layers in ascending order of the associated COUNT value: 
-
 all stored PDCP PDU(s) with an associated COUNT value less than Reordering_PDCP_RX_COUNT;
-
all stored PDCP PDU(s) with consecutively associated COUNT value(s) starting from Reordeing_PDCP_RX_COUNT; 
-
set Last_Submitted_PDCP_RX_SN to the PDCP SN of the last PDCP SDU delivered to upper layers;
-
if Next_PDCP_RX_SN -  Last_Submitted_PDCP_RX_SN > 1 or 0 < Last_Submitted_PDCP_RX_SN – Next_PDCP_RX_SN < Maximum_PDCP_SN:
-
start reorderingTimer.
-
set Reordering_PDCP_RX_COUNT to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN.
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5.1.2.1.x
Procedures for split bearer

5.1.2.1.x.1
Procedures when a PDCP PDU is received from the lower layer


For split bearer or for MCG bearer as in 5.1.2.1.x.3, at reception of a PDCP Data PDU from lower layers, the UE shall:

-
if received PDCP SN – Last_Submitted_PDCP_RX_SN > Reordering_Window or 0 <= Last_Submitted_PDCP_RX_SN – received PDCP SN < Reordering_Window:


-
discard this PDCP PDU and send a status PDU;

-
else if Next_PDCP_RX_SN – received PDCP SN > Reordering_Window:


-
increment RX_HFN by one;


-
associate COUNT based on RX_HFN and the received PDCP SN for deciphering the PDCP PDU;


-
set Next_PDCP_RX_SN to the received PDCP SN + 1;


-
else if received PDCP SN – Next_PDCP_RX_SN >= Reordering_Window:


-
associate COUNT based on RX_HFN – 1 and the received PDCP SN for deciphering the PDCP PDU;


-
else if received PDCP SN >= Next_PDCP_RX_SN:


-
associate COUNT based on RX_HFN and the received PDCP SN for deciphering the PDCP PDU;


-
set Next_PDCP_RX_SN to the received PDCP SN + 1;


-
if Next_PDCP_RX_SN is larger than Maximum_PDCP_SN:


-
set Next_PDCP_RX_SN to 0;


-
increment RX_HFN by one;


-
else if received PDCP SN < Next_PDCP_RX_SN:


-
associate COUNT based on RX_HFN and the received PDCP SN for deciphering the PDCP PDU;


-
if the PDCP PDU has not been discarded in the above:

-
if a PDCP PDU or SDU with the same PDCP SN is stored:


-
discard this PDCP PDU;


-
else:


-
store the PDCP PDU;

-
if received PDCP SN = Last_Submitted_PDCP_RX_SN + 1 or received PDCP SN = Last_Submitted_PDCP_RX_SN – Maximum_PDCP_SN:

-
perform deciphering (if the PDU is ciphered, using the key used when the PDU was received) and header decompression (if configured and if the PDU is compressed) and deliver to upper layers in ascending order of the associated COUNT value;

-
all stored PDCP PDU(s) or SDU(s) with consecutively associated COUNT value(s) starting from the COUNT value associated with the received PDCP PDU;

-
set Last_Submitted_PDCP_RX_SN to the PDCP SN of the last PDCP SDU delivered to upper layers.

-
if reorderingTimer is running:



-
if VRX_PDCP_RX_SN = Last_Submitted_PDCP_RX_SN + 1 or 
VRX_PDCP_RX_SN = Last_Submitted_PDCP_RX_SN – Maximum_PDCP_SN or
VRX_PDCP_RX_SN – Last_Submitted_PDCP_RX_SN > Reordering_Window or 
0 <= Last_Submitted_PDCP_RX_SN – VRX_PDCP_RX_SN < Reordering_Window
:

-
stop and reset reorderingTimer;

-
if reorderingTimer is not running  (includes the case when reorderingTimer is stopped due to actions above):

-
if Next_PDCP_RX_SN – Last_Submitted_PDCP_RX_SN > 1 or 
0 < Last_Submitted_PDCP_RX_SN – Next_PDCP_RX_SN < Maximum_PDCP_SN
:

-
start reorderingTimer;



-
set VRX_PDCP_RX_SN to Next_PDCP_RX_SN;


-
set VRX_RX_HFN to RX_HFN.

5.1.2.1.x.2
Procedures when reorderingTimer expires 


When reorderingTimer expires, the UE shall:

-
perform deciphering (if the PDU is ciphered, using the key used when the PDU was received) and header decompression (if configured and if the PDU is compressed) and deliver to upper layers in ascending order of the associated COUNT value;

-
all stored PDCP PDU(s) or SDU(s) with an associated COUNT value less than the COUNT value {VRX_RX_HFN, VRX_PDCP_RX_SN};

-
all stored PDCP PDU(s) or SDU(s) with consecutively associated COUNT value(s) starting from the COUNT value {VRX_RX_HFN, VRX_PDCP_RX_SN};

-
set Last_Submitted_PDCP_RX_SN to the PDCP SN of the last PDCP SDU delivered to upper layers.



-
if Next_PDCP_RX_SN – Last_Submitted_PDCP_RX_SN > 1 or 
0 < Last_Submitted_PDCP_RX_SN – Next_PDCP_RX_SN < Maximum_PDCP_SN
:

-
start reorderingTimer;



-
set VRX_PDCP_RX_SN to Next_PDCP_RX_SN;


-
set VRX_RX_HFN to RX_HFN.

�Different cases of the general condition Last_Submitted_PDCP_RX_SN >= VRX_PDCP_RX_SN – 1



�Latter condition is the wraparound-case of the former



�Latter condition is the wraparound-case of the former
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