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1
Introduction

During the RAN2#85bis and RAN2#86 meetings, there were several contributions on enhancing existing handover procedure from E-UTRA to UTRA [1,2]. In particular, it was proposed in [1] to extend the reconfiguration message such that E-UTRA can provide a UE with the multi-carrier HSDPA configuration, which a UE would apply once it moves to the UTRA network; and [2] provided some performance numbers regarding existing functionality when RNC switches a UE to the multi-carrier right after the handover procedure. 

During the RAN2#86 meeting, RAN2 made a general agreement to introduce an enhancement to the HANDOVER TO UTRAN COMMAND message. At the same time, there were a number of open issues concerning not only RAN2 but also other WGs. In particular, [3] proposes to introduce related enhancements in RAN3. Furthermore, RAN2 has identified potential RAN4 impact and the corresponding LS document was sent to RAN4 WG asking about it [4]. 

In this discussion paper we present our initial analysis on the current RAN4 specification that provides performance requirements for the handover procedure from E-UTRAN to UTRAN. We also elaborate on changes that RAN4 would need to introduce to enable multi-carrier configuration in HANDOVER TO UTRAN COMMAND.

2
RAN4 performance requirements

As per current TS 36.133,  performance requirements for E-UTRAN to UTRAN handover are contained within sub-clause 5.3.1, from which one can make the following observations relevant for the topic of this paper:

1. Current performance requirements are defined only for a case with one target cell, i.e. there are no requirements for a case when the configuration message contains secondary cells for the single- or dual-band operation

2. The overall delay comprises the handover delay and the interruption delay, whereupon the handover delay is 50ms

3. The interruption delay is caused by a need to sync on the target cell, where in turn it depends on whether the target cell is known or not not known prior to the handover procedure. Depending on a number of parameters and assumptions, this delay can vary from 100ms to 200ms. 

It should be noted that since current requirements do not cover a case with secondary cells in the re-configuration message, it is difficult to estimate what the overall delay could be. However, TS 25.133 sub-clause 5.2 specifies handover and interruption delays for the UTRA FDD/FDD hard-handover scenario, which logically could be similar to the E-UTRAN to UTRAN case. From the formul presented in sub-clause 5.2.2.2 one one can see that each unknown cell imposes a fixed delay of 150ms. Thus, one could take somewhat a brute-fore approach and assume that each secondary cell will need as much as time as if it were an unknown cell i.e. 150ms, whereupon the exact number is of course subject for further discussions. In this case, 4C-HSDPA re-configuration delay (handover and interruption) from E-UTRAN to UTRAN might take up to 700ms (if the target serving HS-DSCH cell is not known). Being combined with handover delay and other systems delays not covered by 3GPP specifications, it will have a noticeable impact on not only on the PS/CS case, but even on a pure PS handover whereupon a higher application levels may start to react to underlying delays. 

It is also worth noting that since RAN2 has considered not only single-band 4C-HSDPA but also the dual-band one, it is necessary to asses whether performance requirements could be the same or whether dual-band needs different requirements. As an example, if the target serving HS-DSCH cell is on the lower band, whereas some secondary cells are on the higher band, then a UE may even fail to get a sync on those cells as they will be out of coverage.

3
Performance analysis

During RAN2#86 meeting, we brought some performance number of E-UTRA to UTRA handover. We conduct a series to tests with the commercially available RNC and eNode B, as well as a commercially available UE supporting LTE and dual-cell HSDPA. Downlink throughput measurements are performed at the UE side; they are started when a UE is in the E-UTRA network, after which a UE is moved to UTRA. 
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Figure 1: DL throughput during the E-UTRA to UTRA handover

Figure 1 illustrates downlink throughput at different stages as measured at the UE side. As can be seen from the figure, around 70 Mbps was achieved in the E-UTRA network, which declines once measurements on the E-UTRA side are started involving the compressed mode. When a UE has moved to UTRA, it was first, of course, configured with single-carrier operation, from which it was immediately reconfigured to dual-cell HSDPA. After that the downlink throughput was at the level of around 35 Mbps. 

Figure 1 also shows a drop in the achievable throughput during the handover procedure, which lasts for around 2-3 seconds. The exact duration may vary depending on the network implementation and, more precisely, messages which RNC exchanges during the handover procedure when a UE has moved to UTRA.  It should be however noted that there are messages, which RNC cannot avoid and which contribute the largest part of the interruption time. In particular, it bears mentioning mobility information messages, security mode command messages, UE capability enquiry, and measurement control. UE physical layer syncing to the UTRA network also takes some time.

The main outcome of this analysis is that even though existing RAN4 requirements for handover from E-UTRAN to UTRAN should be around 100ms, the actual delay, or time period when achievable throughput degradation is observed, is longer. As explained, this is caused by internal precessing delays at both sides and a need to exchange certain messages. It is expected that handover from E-UTRAN to UTRAN with multiple secondary carriers will face the same issues potential causing even larger delays.  

4
Conclusion

In this discussion paper we have presented our general considerations regarding the RAN4 performance impact for the HANDOVER TO UTRAN COMMAND extension that allows to include secondary cells. Our main observations can be summarized as follows:

1. Current RAN4 requirements do not cover multi-carrier scenario 

2. RAN4 performance requirements do not capture various processing and system delays. Even now, with handover containing only a single cell, throughput degradation is observed for a period of time of 1-3 seconds (depends on a case). With multi-carrier handover, this delay will be noticeably larger. 

3. If we adopt a fix interruption time of 150ms per cell from the UTRAN hard-handover requirements, then the overall re-configuration delay from E-UTRAN to UTRAN becomes quite large potentially becoming visible to not only CS/PS, but even to PS.
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