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1. Introduction
Recently, increasing amount of vehicles have LTE RAT to connect the vehicles to LTE networks. As a consequence, the way of data usage and data consumption over LTE networks may be altered in the near future. For example, vehicle-to-vehicle (V2V) communication and vehicle-to-infrastructure (V2I) communication would be introduced in many use cases. The term V2V communication also refers to vehicle to multi-vehicle communication, i.e., multicast transmission between vehicles, and that in addition to point to point communication. 

LTE already has several capabilities for V2V and V2I communication, i.e. V2V can be applied by standard unicast or by multiple unicasts for the case of vehicle to multi-vehicle communication or via MBMS services. Specifically, group communication system enablers (GCSE) can be adopted for V2V communication. Additional capability for applying V2V communication can be based on D2D communication.

In this contribution, we consider the requirements that active safety and collision avoidance system can be implemented over LTE which is based on GCSE and MBMS capabilities for V2V communication between vehicles in close geographical region, i.e., Geo-cast transmission. 
2. Latency Requirements
Latency:
1. Active safety and collision avoidance system requires latency which is at most 200 ms for safety critical hazards. In [1], the end-to-end average latency analysis for media transport in GCSE using MBMS is 160 ms and it is summarized in the following Table:
Table 5.2.1.1.3-1 from [1]: User plane delay estimation when using MRB for media delivery

	Description
	Time (ms)
	Comments

	Talker UE ( eNB
	10
	Reference: Annex B.2 of 3GPP TR 36.912 [6]

	eNB(SGW/PGW(GCSE AS(BM-SC
	20
	Out of RAN WG2 scope, the value 20ms, is shown as an example representative of the time required for the procedure. Backhaul transmission delay of 10ms on each network interface is assumed

	BM-SC ( eNB
	40
	Assumes SYNC sequence length = 40ms = MSP/2. 

The eNB processing time and M1 delay are captured into the 40ms.

	MSP (Read MSI)
	80
	MSP = 80ms

	eNB ( Receiving UEs
	10
	Receiving and processing

	Total
	160
	


Proposal 1: For automotive use cases, the average end-to-end latency should be decreased. We further propose to limit the worst case end-to-end latency (the average latency should be around 100 ms and the worst case latency 200 msec).
2. Due to the system structure in Appendix A, the latency of joining new existing group should be fast and efficient. According to [1] , the average time for joining an active group is 275 ms and 525 ms worst case as shown in the following Table:
Table 5.2.1.1.2-1 from [1]: Time for joining an ongoing group communication estimation 
when using MRB for media delivery.
(The values indicate average delays and the value in parenthesis indicates worst case delay.)

	
	Time [ms]
	comments

	Acquisition of MCCH configuration in SIB13 
	10
	Processing delay at the UE

	Average delay due to MCCH scheduling period
	160 (320)
	For MCCH Repetition period of 320ms. 

	Acquisition of MCCH and MTCH configuration for TMGI 
	10 
	Processing delay at the UE

	Average time required if acquisition of multiple MCCHs is required.
	50 (100)
	Maximum MCCH offset value is 100ms. It is assumed that the reading of multiple MCCH is performed in parallel

	Average delay due to MCH scheduling period
	40 (80)
	80ms of mch-SchedulingPeriod 

	Acquisition of MSI for the corresponding service
	5
	L1 and L2 processing at the UE

	Total time 
	275 (525) 

or

45 (85) if the 

UE has up to date  MCCH content
	The value shows the average time for joining an ongoing group communication. 


In the active safety system as proposed in Appendix A, when a vehicle move to cell of type 2, the vehicle enters to new MBSFN area (in addition to his previous MBSFN area). The time the vehicle will join the new ongoing group is at most 525msec. The messages from the new MBSFN area are used to receive and transmit messages from vehicles in the adjacent cell. However, in extreme cases when vehicle joining to a new cell and another vehicle from the adjacent cell are driving one towards the other in high speed the 525msec joining time might be marginal.

For example, for small cell size of 50m and vehicles speed of 150km/h. In this case the vehicles can collide within 600 ms. Hence, the worst case of the time to joining ongoing group is needed to be 300 ms for a safe margin.    
Proposal 2: For automotive use cases, the worst case joining time to ongoing communication group should be decreased (the worst case latency should be 300 ms).
3. Conclusion
In this contribution, we discuss an automotive active safety and collision avoidance system requirements. Based on the above discussion we have the following proposals: 

Proposal 1: For automotive use cases, the average end-to-end latency should be decreased. We further propose to limit the worst case end-to-end latency (the average latency should be around 100 ms and the worst case latency 200 msec).

Proposal 2: For automotive use cases, the worst case joining time to ongoing communication group should be decreased (the worst case latency should be 300 ms).

Proposal 3: We propose to re-consider minimizing significantly the average latency and worst case latency of GCSE via MBMS in Rel-13.  

4. References
[1] TR 36.868 V12.0.0 “Study on Group Communication for E-UTRA”.

Appendix

The system structure and system requirements are provided here for reference:

A. System Structure 
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Figure 1. High level system concept 

A high level system concept is presented if Figure 1. In each area, there is a Communication group that vehicles can join and leave according to their location. Each vehicle transmits its messages via standard unicast in the UL and receives group messages via MBMS in the DL, i.e., the system is using group communication system enablers (GCSE). This system implements Geo-cast transmission using GCSE.

We consider a standard LTE network deployment as shown in Figure 2, where the hexagonal shapes describe the cells and eNodeBs are located at the hexagonal centers. The system requirements are:

1. Each vehicle will communicate, at least, with vehicles that are in his cell or in its neighbor cells.

2. Vehicles that are not in its neighboring cells, it is recommended that they will not communicate in order not to increase the system overload on the LTE network.

In order to fulfill the two requirements, an MBSFN area needs to include the cell of a vehicle and its six neighbors, for example cell number 0 and its six neighbor are cells no. 1 till 6, as shown in Figure 2. However, each of the six boundary cells (1 to 6) need also to be part of another 7-cells NBSFN area. For example, cell no. 2 will also be part of MBSFN area that includes his close cell neighbors, i.e., cells 21, 22, 23 and cells 24, 24, 26. This structure is duplicated over the 2D space.

In this structure, we have two types of cells:

1. MBSFN areas center cells

2. MBSFN areas boundary cells

In the case, that vehicle enters to cell type 1 belongs to single MBSFN area while vehicle enters to cell type 2 belongs to two MBSFN areas as shown in Figure 2. In the latter case, the vehicle will transmit and receive messages to and from two MBSFN areas groups.
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Figure 2. MBSFN areas structure
B. Cell Resources Evaluation 
 For the evaluation of the required system resources, we assume the following parameters:
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- is the number of vehicles per area of interest.
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– is the packet size in bits.
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– is the number of DL resource blocks.
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– is the rate that each vehicle needs to send its packets.
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– is the spectral efficiency. 

The aggregated UL data rate of unicast messages for all vehicles in the area is
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. As explained in Appendix A, the vehicles in type 1 cells are associated to single MBSFN area, hence, each unicast message is translated into MBMS message. While the vehicles in type 2 cells are associated to two MBSFN area, hence each unicast message is translated into two MBMS messages. Therefore, the average DL-multicast aggregate rate over the cells is 
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For a single MBSFN sub-frame that is transmitting persistently in each frame the data rate is: 
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, since there are 102 resource element for data in each resource block in MBSFN sub-frame. The utilization for each cell is given by  
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It should be noted that in case the system uses multiple unicast transmissions in the DL instead of MBMS, the DL aggregated data rate would be higher by the number of vehicles
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. As a result, the utilization will increase by 
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Let us assume a specific system with the following parameters:

· Packet size of 300 Bytes (i.e., 
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· Cell Bandwidth of 20 MHz, i.e., 
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In the upper graph of Figure 3, we see that the system utilization vs. spectral efficiency where the number of vehicles in each MBSFN area is
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. The lower graph of Figure 3, the system utilization vs. number of vehicles is shown for spectral efficiency
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Figure 3. System utilization 
Since the MBSFN area size is limited to 7 cells, we expect that the MBSFN sub-frame spectral efficiency will be high, which decreases the system utilization. For example, for spectral efficiency of 3 to 4 b/s/Hz with 50 vehicles in 

MBSFN area the utilization is approximately 5% of cell resources. 

Clearly from Figure 3, for spectral efficiency between 0 -2 bits the system utilization is high for 1bit/s/h is around 0.2. For spectral efficiency between 2-4 bits, the utilization is from 0.1 to 0.05, while above that the utilization is decaying very slow (almost fixed).
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