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1 Introduction
In the RAN2#84 meeting, following agreements are made with regard to UL DRB splitting[1]. 
	Agreements
1
RLC STATUS PDUs are transmitted to corresponding eNBs via the corresponding Uu interface.




In the RAN2#85bis meeting, following agreements are also made[2].
	Agreements
We do not support UL bearer split in Rel-12 assuming that it causes less complexity and helps the progress of the WI.



Even though, there was discussion on LCP(Logical Channel Prioritization) in RAN2#85 meeting, there was no agreement on LCP mechanism for dual connectivity. In this paper, we further discuss this issue.  
2 Discussion
For dual connectivity, two options for UP (User Plane) architectures were introduced, which are 1A and 3C. Based on the UP architectures, three types of radio bearers are newly proposed, which are classified as MGC bearer, SCG bearer, or split bearer.
In UP architecture 1A, configuration of MCG or SCG bearer is possible for dual connectivity. For these bearer types, since each DRB is mapped to one logical channel, the LCP operation for two MAC entities could be independent with each other. 
In UP architecture 3C, configuration of split bearer is possible. For this bearer type, one EPS bearer could be split across two eNBs and one DRB could be mapped to two logical channels for downlink transmission. With regard to uplink transmission, RAN2 decide not to support bearer split in Rel-12 dual connectivity. 
LCP is a mechanism that a UE make decision on allocation of radio resource to each logical channel with given uplink grant. Regarding LCP mechanism, there could be following alternatives to handle token bucket in dual connectivity according to the previous e-mail discussion [3]. 
· Common bucket: the two LCP loops share a common bucket to guarantee that grants from both SeNB and MeNB are accounted for in LCP.
· Separate bucket: the two LCP loops run independently, with one PBR and BSD each. The guaranteed bit rate is the sum of the configured PBR.
From above observation, we need to decide what token bucket mechanism is optimal for dual connectivity.
UP architecture 1A:
In this architecture, logical channel corresponding to MCG bearer uses the UL grant received from MCG cell, and logical channel corresponding to SCG bearer uses the UL grant received from SCG cell. Since thus there is one to one mapping between DRB and logical channel, it is obvious that LCP could operate independently on each MAC.
UP architecture 3C:

For the common token bucket model, it is required to share the bucket between the two logical channels of a DRB. With this model, the main advantage is consistent with QoS concept in LTE, since in legacy LTE QoS is controlled based on EPS bearer level. The common bucket approach has strength in terms of guarantee of QoS requirement as it could use two eNBs based on application’s requirements.
But this model brings some potential concerns as following. 
· Starvation problem: The common bucket has a drawback that one CG(Cell Group) may consume all capacity given by the bucket and the other may not allowed to schedule any uplink transmission for split bearer due to negative value of Bj[4]. Assuming that there are two logical channels belonging one DRB where one logical channel is only used to transmit RLC STATUS REPORT toward MeNB and the other one is used to transmit both RLC STATUS REPORT and PDCP PDU toward SeNB. In this case, if token would always be exhausted by SCG uplink transmission, there is no opportunity for uplink transmission of MCG, which causes blocking of RLC STATUS REPORT transmission. 
· Impact on specification: In order to avoid starvation of RLC STATUS REPORT, it is necessary to modify legacy LCP procedure to interact between two MAC entities for exchange parameter Bj. 
In separate bucket approach, it is possible to prevent starvation problem of RLC STATUS REPORT with proper configuration of prioritiseBitRate (i.e. infinity) in LogicalChannelConfig. Separate token bucket model is mainly simpler in the aspect that very limited interactions between two MAC entities are needed. In other words, as PBR and BSD are already configured per logical channel in current MAC specification, this approach requires a little impact on current specification compared to the common bucket approach. However though it may cause some problem to guarantee of QoS of a radio bearer, it is possible to solve this by properly setting of LCP parameters for each logical channel when bearer split is configured.  
From above analysis, we think separate bucket model is more desirable for LCP procedure in dual connectivity. 
Proposal 1: It is desirable to use separate bucket model for LCP in dual connectivity. 
3 Conclusions
This paper discusses on LCP in dual connectivity. According to the discussion in section 2, following proposal is given:
Proposal 1: It is desirable to use separate bucket model for LCP in dual connectivity.
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