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1
Introduction

During the RAN plenary meeting #62, a new WI [1] was agreed, aim of which is “to address the increase of system information without negatively affecting the end-user performance” and “to offload the current BCH”.  In addition to that, WI also has a goal of “reducing/limiting the overhead”, which does not depend on deployment of S-BCH. 

During the RAN2#85 and RAN2#85bis meetings, a few contributions were presented with various proposals on how it is possible to optimize signalling and scheduling of the BCH content [2,3,4,5]. In this paper, we make a summary of the aforementioned proposals and present our view on their feasibility and more importantly achievable gains versus specification changes. 

2
Overhead reduction solutions

2.1
“SIB_POS offset info” and “SEG_COUNT” reduction

There was a proposal in [4] that suggests to optimize encoding of the “SIB_OFF” field in the “SIB_POS offset info” list. Referring to the tabular below, current signalling  allows to omit the whole “SIB_POS offset info” list; however, once it is included there should be explicit values for every occurrence of “SIB_OFF”. As elaborated in [4], there can be a case that a particular SIB segments have offsets e.g. 2,3,4 and then 10,11,12. In this case, the signalling can be optimized as follows: a) omit explicit offset values 2,3,4, b) include an explicit value 10, and c) omit explicit values 11,12. It can be achieved by changing “SIB_OFF” IE from MP to MD with adoption of a rule that a “missing” IE means that the previous value must be used incremented by one. The only drawback of this approach is that it will increase the ASN.1 encoding by one bit. In turn, if RNC schedules SIB segments in such a way that they do not form a set of consecutive offset values, then such a change will actually increase the overhead.

	Scheduling
	MP
	
	
	

	>SEG_COUNT
	MD
	
	SEG COUNT 10.3.8.17
	Default value is 1

	>SIB_REP
	MP
	
	Integer (4, 8, 16, 32, 64, 128, 256, 512, 1024, 2048, 4096)
	Repetition period for the SIB in frames 

	>SIB_POS
	MP
	
	Integer (0 ..Rep-2 by step of 2)
	Position of the first segment

Rep is the value of the SIB_REP IE

	>SIB_POS offset info
	MD
	1..15
	
	see below for default value

	>>SIB_OFF
	MP
	
	Integer(2..32 by step of 2)
	Offset of subsequent segments


As a related optimization, it was proposed in [5] to make “SEG_COUNT” optional if “SIB_POS offset info” is included because the latter would also specify how many segments a SIB has. Otherwise SEG_COUNT must be present. Indeed, once we have an explicit list of the segment offset values, a UE could determine the number of SIB segments by counting the number of elements in the list.

2.2
“Segment index” reduction

In [4] it was proposed to remove segment index because a UE can identify each segment from the scheduling information. Even though it is generally a feasible optimization, the segment index works as an additional check for a UE to make sure that the received data indeed matches the content of scheduling information. So, it should be analysed whether saving 4 bits is worth compromising robustness. To address robustness issues, [4] also suggests to have a parity bit, but it is not 100% safe either.

It is also worth noting that removal of segment index can be applied only to SIBs introduced starting from Rel-12. Bearing in mind that new HSPA features do not always require SIB changes, and some of new features add changes into the legacy SIBs, the overall gain from this reduction can be quite marginal. 

2.3
“SIB type” reduction

In [4] it is also proposed to “compress” the SIB type field, which takes 5 bits and must be included into every segment. The general approach is to have a mapping table between the full SIB type and the reduced SIB type, which potentially can take less than 5 bits. However, if the reduced SIB type occupies, as an example, 3 bits then it can address only 8 different SIB types, whereas a typical network broadcasts more than 8 different SIB types. If the reduced SIB type is 4 bits, then a saving is quite marginal, if any, because the mapping table will also take some space. Furthermore, as in case of segment index, this optimization will be applicable only to SIBs from Rel-12.

3
Conclusion

In this paper, we have presented a general overview of proposals to reduce  SIB overhead caused by the signalling information. Based on the provided analysis, our view is that “Segment index” and “SIB type” reductions may either compromise the robustness, or the gain might be too marginal. At the same time, optimizations related to “SIB_POS offset info” and “SEG_COUNT” look more straightforward and they do not compromise robustness of signalling as such. Yet on the other hand, as already mentioned in the paper, optimizations in “SIB_POS offset info” may result in increased overhead if RNC does not form a set of consecutive offset values.
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