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1 Introduction

RAN2#85 discussed how to support UL split. There are two main issues; 1) how to compute the buffer status and 2) how to determine the CG where a PDCP PDU is transmitted. 
2 Discussion
Buffer status computation is based on byte while packet forwarding from PDCP to RLC is per SDU. Because of this discrepancy, UL split of PDCP data may not work well. UL split can be modelled as that x% of data is reported and transmitted to an eNB and (100-x) % of data is reported and transmitted to the other eNB. It would work only if the amount of data in terms of both the number of byte and the number of SDUs are reasonably high such that they can be divided smoothly as per the configured ratio. However, the number of SDUs in a PDCP buffer would be small in most cases. 
Starting from simple example, let’s assume the ratio is 30% and 70%. At some point of time, SDU of 1500 B arrive PDCP. Then what UE will report? Would be BS 26 (440 ~ 515 Byte) reported to MeNB, and BS 31 (967 ~ 1132) reported to SeNB? It does not make sense because smallest grant (e.g. 4B) from one ENB would remove the PDCP PDU from the buffer to make the reported buffer status completely wrong. Hence if UL PDCP split is used, the ratio should be about the number of SDUs. 
Observation 1: UL PDCP split is per PDCP SDU
The problem still remains because usually there are not enough SDUs in the PDCP buffer. Hence the number of SDUs having reported to each eNB need to be tracked somehow. Then the next question would be if split based on the number of SDUs would truly reflect the intention of the UL split. SDU size could vary from very small size like a few bytes (in case of header compressed TCP ACK) to huge size like thousands bytes. The question would be how to ensure the outcome of the split in terms of how much portion of UL traffic are served by a certain ENB is aligned with the configured ratio if the reporting is based on the number of SDUs. 
As well known by the industry, the ratio between UL and DL is considerably asymmetric; most dominant mobile data traffic in the coming years would be downlink video streaming which produces only TCP ACKs in the uplink direction. Even in uplink heavy traffic like uploading, the number of SDUs for any given time instance would be in many cases just one or two due to slow start and would not reach three digits even in its peak rate. In such ‘only small SDUs in the buffer’ scenario, the split wouldn’t work smoothly.
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Fig 1
Once a PDCP PDU is forwarded to a RLC, the whole PDU is transmitted only in the corresponding cell group. It should be somehow guaranteed that exact amount of grant is issued by a right ENB (i.e. if X byte has been reported to a ENB, the grant from that ENB shall not exceed X byte even by a single byte). Otherwise, buffer status assumed by ENBs could be completely wrong. In the example above, 150 byte in the PDCP buffer is reported to SeNB; 28 byte is stored in the M-RLC buffer. Due to the rough granularity, MeNB estimates the buffer status as “27 byte ~ 35 byte”. MeNB issues grant of 32 bytes and due to additional resource of 4 byte 150 byte SDU is processed and submitted to MeNB RLC entity.
It is actually impossible to align the real buffer status, the reported buffer status and the UL grant altogether because the latter two have rough granularity (i.e. BS indicates only a range of possible buffer status, and the size of MAC PDU is not byte by byte.). Table 1 shows the granularities in the current specification.
<Table 1>

	Index
	Buffer Size (BS) value [bytes]
	TB sizes [bytes]

	0
	BS = 0
	2
	42

	1
	0 < BS <= 10
	3
	47

	2
	10 < BS <= 12
	4
	51

	3
	12 < BS <= 14
	5
	55

	4
	14 < BS <= 17
	7
	61

	5
	17 < BS <= 19
	9
	65

	6
	19 < BS <= 22
	13
	69

	7
	22 < BS <= 26
	15
	73

	8
	26 < BS <= 31
	17
	75

	9
	31 < BS <= 36
	18
	77

	10
	36 < BS <= 42
	22
	79

	11
	42 < BS <= 49
	26
	87

	12
	49 < BS <= 57
	32
	89

	13
	57 < BS <= 67
	35
	97

	14
	67 < BS <= 78
	37
	105

	…
	…
	41
	….


Considering above, the only feasible way seems to manage PDCP SDUs in logically separate queues. Upon SDU arrival, UE somehow decide in which queue the SDU is to be buffered. Then buffer status reporting and uplink transmission are performed independently between queues. 
Figure 2 shows how ‘no PDCP split’ and ‘PDCP split’ would work. 
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Fig 2
Observation 2: Separate/independent PDCP buffer may be required to support UL PDCP split

As proposed in [R2-140242], no PDCP split scheme (previously called no UL split) submits PDCP data only to a RLC entity that is configured in advance by RRC signalling. Hence no queue distribution scheme is needed. In PDCP split approach, SDUs are queued in the logically separate buffer and transmitted via the corresponding cell group. In specification point of view, the major differences between two approaches would be ‘queue distribution’ and ‘the definition of data available for transmission’. 

The queue distribution mechanism is something new that RAN 2 has not discussed. Since it would be a key factor to ensure the due performance of PDCP split operation, it may not be easy to make a consensus on exactly what it is and how it is specified. 
Expected impact due to definition update is presented in the Annex. Note that impact due to queue distribution would be higher than what shown in Annex. 
Observation 3: Comparing to no PDCP split, PDCP split requires additional standardization in ‘queue distribution’ and ‘definition of data available for transmission’ 

Observation 4: ‘queue distribution’ mechanism is a key factor in ensuring throughput of PDCP split mechanism. There are many ways to distribute SDU to each queue. It would be difficult to make consensus on exact mechanism. 

Besides above, PDCP split bears another problem that blocked SDU in one queue blocks the subsequent SDUs from being forwarded to the destination. For example, if SDU [n] is not served by MeNB due to e.g. bad radio condition, SDU [n+m] that have already been successfully received by SeNB are caught in the PDCP reordering buffer. In a simple approximation, PDCP split provides benefit only if slower link provide the appropriate throughput as well. 
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Fig 4

If the transmission of SDU towards MCG is completed more slowly than expected as in case 2, total throughput is not the sum of throughputs but much less than the throughput achieved by a single cell group. It means that if the split ratio and the real throughput do not match, UL split may decrease the total throughput.
Observation 5: UL split may decrease the total throughput if one cell group does not provide expected throughput. 
3 Conclusion
Based on the following observations;

Observation 1: UL PDCP split is per PDCP SDU

Observation 2: Separate/independent PDCP buffer may be required to support UL PDCP split

Observation 3: Comparing to no PDCP split, PDCP split requires additional standardization in ‘queue distribution’ and ‘definition of data available for transmission’. 

Observation 4: ‘queue distribution’ mechanism is a key factor in ensuring throughput of PDCP split mechanism. There are many ways to distribute SDU to each queue. It would be difficult to make consensus on exact mechanism. 

Observation 5: UL split may decrease the total throughput if the split ratio does not match to the ratio of each cell group’s throughput. 

It is proposed to not standardize UL PDCP split in Rel-12 time frame, which means PDCP data is transmitted only either via MCG or via SCG according to the configuration signalled by RRC. 
Proposal 1: UL PDCP data of split bearer is transmitted only either via MCG or via SCG according to the configuration signalled by RRC 
Annex. Impact to the definition of “Data available for transmission”
<Possible update for PDCP split>
	For the purpose of MAC buffer status reporting for an ENB, the UE shall consider PDCP Control PDUs, as well as the following as data available for transmission in the PDCP layer:

For SDUs that have been determined to be reported and transmitted to the ENB and for which no PDU has been submitted to lower layers:

· the SDU itself, if the SDU has not yet been processed by PDCP, or
· the PDU if the SDU has been processed by PDCP.


<Possible update for no PDCP split>

	For the purpose of MAC buffer status reporting, the UE shall consider PDCP Control PDUs, as well as the following as data available for transmission in the PDCP layer:

For SDUs for which no PDU has been submitted to lower layers:

· the SDU itself, if the SDU has not yet been processed by PDCP, or
· the PDU if the SDU has been processed by PDCP.

Data available for transmission in the PDCP layer is reported to a configured ENB. 
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