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1 Introduction
For a DL split bearer with UP architecture 3C, there in only one PDCP entity which is located in MeNB, and there are multiple independent RLC entities which are located in MeNB and SeNBs respectively, as shown in Figure 1.
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Figure 1
DL split bearer with 3C: one PDCP entity, multiple RLC entities
Compared with non-split bearer of which PDCP entity and RLC entity are co-located in one eNB, the exposure of PDCP (@MeNB)-RLC(@SeNB) interaction of a DL split bearer over X2 interface leads to new challenges, such as the following FFS from the last RAN2 meeting [1]:

“FFS whether the SeNB needs to inform the MeNB about successfully delivered (and/or pending) PDCP PDUs or whether it is sufficient to rely on e.g. a discard timer in the MeNB.”
In this paper, critical issues for PDCP reordering timer configuration and the flow control mechanism are investigated, and candidate solutions are discussed. To facilitate the PDCP reordering timer configuration and to enable efficient flow control mechanism, it is proposed to introduce the bearer-specific DeliveryTimer operation for PDCP PDUs assigned to SeNB and SeNB sends feedback to MeNB with timer expiration statistics as configured.
2 PDCP Reordering Timer Configuration
It was agreed during the last RAN2 meeting [1] that: “RLC UM like reordering scheme (with a t-Reordering timer) is used for PDCP layer reordering in case of split bearers.” However, there are still open challenges regarding the configuration of PDCP reordering timer.
As already pointed out in [2], the performance of timer-based reordering mechansm is determined by the duration of the reordering timer. In order to prevent premature expiry of PDCP reordering timer, the timer value should be set to a value long enough to cover the difference between the longest transmission delay and the shortest transmission delay. According to the example given in [2], this leads to hundreds of ms PDCP reordering delay if pure-timer based PDCP reordering is applied. This is because the longest transmission delay has to take into account at least backhaul delay, maximum number of ARQ retransmissions, and the scheduling delay at SeNB. Configuring UE’s PDCP reordering timer at such a large value, although appropriate considering the worst case, not only postpones the delivery of PDCP data to the upper layer (e.g., application layer) by a large latency from time to time, but also poses a challenging requirement on the size of PDCP reordering buffer at UE. To migitage these unesirable impacts, one tradeoff approach propsed in [2] was to set the timer shorter than what is appropriate for the worst case. The drawback of such approach is that the shorter timer would cause unnecessary packet losses from time to time.
In order to solve the above dilemma, some restrictions may be imposed on the largest transmission delay experienced by a PDCP PDU, so that PDCP reordering timer value may be configured to a feasibly smaller value without incurring premature expiry of PDCP reordering timer unnecessarily. Specifically, a delivery latency requirement can be introduced to those DL split bearer’s PDCP PDUs which are to be handled by the SeNB, and may be enforced through a DeliveryTimer at SeNB. Note that besides the backhaul delay, the scheduling delay and HARQ/ARQ retransmission delays at SeNB, the delivery latency rerquirement can also take into account the packet delay budget according to QoS requirements for the bearer [3]. The bearer specific DeliveryTimer value for the SeNB is configured by MeNB based on the delivery latency requirement.

The advantages of introducing the DeliveryTimer for DL split bearer’s PDCP PDUs handled by SeNB are multiple-folds:

1) Ease of PDCP reordering timer configuration: as explained above, by imposing a limit on the largest transmission delay experienced by a PDCP PDU, PDCP reordering timer value can be configured to a relatively smaller value which will not become a burden to UE PDCP reordering buffer provisioning, while avoiding the unnecessary occurrence of premature expiry of PDCP reordering timer.
2) Potential opportunity to reassign PDCP PDUs to other eNBs for transmission and deliver them in time to avoid stalling PDCP reordering window: if the DeliveryTimer value for SeNB is configured properly, MeNB may still have sometime to decide whether to reassign the PDCP PDU to itself for transmission upon receiving the indication from SeNB of the DeliveryTimer expiration of the corresponding PDCP PDU. This is extremely helpful if SeNB is congested temporarily, because the potential PDCP reordering delay and/or PDCP PDU losses experienced by the UE can be reduced significantly if the reassignment of PDCP PDUs are done in a timely manner. For example, assume the delivery latency requirement is set at 300ms for a DL split bearer, and for simplicity the PDCP reordering timer at UE is configured as 300ms as well. Assume that the backhaul latency is 30ms one way, and the value of DeliveryTimer at SeNB is configured to be 180ms. SeNB starts a DeliveryTimer upon receiving a PDCP PDU from the MeNB. If the PDCP PDU cannot be delivered successfully upon DeliveryTimer expiry, SeNB sends a delivery failure indication to MeNB for the corresponding PDCP PDU. Consequently, MeNB still has about 60 ms (=300-180-30x2) to transmit the PDCP PDU after receiving SeNB’s delivery failure indication, likely avoiding the expiration of UE’s PDCP reordering timer and the resultant packet dropping. MeNB may schedule the transmission of that PDU as soon as possible to move the UE PDCP reordering window.
3) Efficient flow control to achieve the performance gain through dual connectivity: the analysis will be elaborated in the next section.
Based on the above analysis, we propose to introduce the bearer-specific DeliveryTimer at SeNB to support the PDCP reordering operations of a DL split bearer.

Proposal 1: For a DL split bearer, a DeliveryTimer may be configured to SeNB to control the transmission latency of offloaded packets, in accordance with PDCP reordering timer configured to UE.

Proposal 2: SeNB may send a delivery failure indication to MeNB upon the expiry of DeliveryTimer, so that MeNB may help the transmission of the PDCP PDU in case of SeNB congestion.
3 Flow Control
Flow control operation is critical to achieve the throughput gain by a DL split bearer, and the information exchange between MeNB and SeNB is the essential inputs to an efficient flow control mechanism. A comprehensive study of various flow control mechanisms is provided in [4]. According to the analysis in [4], introducing the bearer-specific DeliveryTimer operation at SeNB as discussed in Section 2 may enable an efficient flow control mechanism.

In a nutshell, in order to reap the most performance gain from the split bearer architecture, an efficient flow control mechanism for a DL split bearere between MeNB and SeNB shall target at achieving similar total delivery time of a packet via SeNB as the total delivery time via MeNB. That is, the performance of a split bearer is not optimal if there is a large difference between the packet total delivery time over MeNB and that over SeNB. To be more specific, 
•
If the delivery time is larger on SeNB, that means too many packets are offloaded to SeNB and the scheduling delay on SeNB is too long. Thus the flow control algorithm may direct more new packets to MeNB instead;

•
If the delivery time is smaller on SeNB, that means it is beneficial for UE throughput if more packets are delivered by SeNB. Thus the flow control algorithm may be more aggressive in assigning PDCP PDUs to SeNB. 
Therefore, controlling SeNB’s delivery time of PDCP PDUs is also critical to an efficient flow control mechanism. The bearer specific DeliveryTimer operation may be used to collect statistics on delivery time of offloaded PDCP PDUs. The feedback may be done periodically, e.g., a summary report of SeNB delivery time statistics, or upon triggering events, e.g., a delivery failure indication from SeNB to MeNB upon the expiry of DeliveryTimer as suggested in Proposal 2.
Proposal 3: For a DL split bearer, the bearer-specific DeliveryTimer operation may be used to support efficient flow control mechanism.
4 Conclusion
In this paper, challenges for PDCP reordering timer configuration and the flow control mechanism are discussed, and the following proposals are made:
Proposal 1: For a DL split bearer, a DeliveryTimer may be configured to SeNB to control the transmission latency of offloaded packets, in accordance with PDCP reordering timer configured to UE.

Proposal 2: SeNB may send a delivery failure indication to MeNB upon the expiry of DeliveryTimer, so that MeNB may help the transmission of the PDCP PDU in case of SeNB congestion.

Proposal 3: For a DL split bearer, the bearer-specific DeliveryTimer operation may be used to support efficient flow control mechanism.
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