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1 Introduction
In the previous RAN2 meeting, the agreements on UP architecture enhancement have been achieved as follows ([1] ~ [5]):

· RLC STATUS PDUs are transmitted to corresponding eNBs via the corresponding Uu interface.
· UE side MAC entity is configured per Cell Group, i.e. one MAC for MCG and the other MAC for SCG.
· The logicalChannelIdentity are allocated independently by MeNB and SeNB and do not share a common pool among the two MAC entities
However, the detail of LCP is still unclear. In this contribution, the issue of LCP will be further considered. 
2 Discussion
For dual connectitity architecture 3C, the UE will be configured with two independent MAC entities for the MeNB and the SeNB, and UL bearer split may be supported. When UL-grants are scheculed for the UE and the data for one split bearer related to either MAC entity is available, how to handle LCP procedure should be reconsidered. According to previous discussion, two options are provided as follows to solve the issue:
· Option1: common bucket: the two LCP loops share a common bucket to guarantee that grants from both SeNB and MeNB are accounted for in LCP. 
· Option2: separate bucket: the two LCP loops run independently, with one PBR and BSD each. The guaranteed bit rate is the sum of the configured PBR.

And, the analysis can be categorized into two cases: only DL bearer split; both DL and UL bearer split.

Case1: only DL bearer split 
For this case, the data of one radio bearer is transmitted to one eNB, and RLC STATUS PDUs of one bearer are transmitted on two eNBs. Considering the uplink data of the only DL split bear is transmitted to one eNB, and each MAC entity schedules data transmision independently, it is better to adopt separate bucket mechnism, and configure two sets independent logical channel configuration (e.g. two PBR values for one DRB) for two independent MAC entities. 
If separate bucket is agreed to be adopted for DC, for DL split bearers case, current value of logical channel parameters should be reused for the link on which both RLC data PDUs and RLC STATUS PDUs are transmitted. But for the logical channel on which only RLC STATUS PDUs are transmitted, the value of PBR should be configured as infinity same as the value set for SRB, because the RLC STATUS PDU is a control PDU which should always have the higher priority than RLC data PDUs. 

Proposal 1: For the logical channel of only DL split bearer on which only RLC STATUS PDUs are transmitted, the value of PBR is set to infinity.
Case2: both DL and UL bearer split

If common bucket is chosen, more enhancement should be considered, such as introducing the method to avoid RLC STATUS PDUs/RLC data PDUs starvation and assure UE throughout on each CG. Without the enhancement, as given in the bear split email discussion [6], the eNB or the UE is challenged to control the scheduled reseources complying with PBR used for each MAC entity. Hence, much interactions between the two MAC entities are needed to make MAC entities to allocate token reource more suitablely, and the complexity cannot be ignored. For example, the two MAC entities need to interaction the available data to transmit, the total size of received UL-grant, the radio link quality, etc. In additaion, since there are two MAC entities and only one commom bucket, whether to choose sequential LCP or parallel LCP to allocate UL resource for the two links of one split bear should be decided [6]. And, how to initialize/increase/decrease the tokens for common bucket also needs extra RAN2 work. Hence, the common bucket mechnism is not an easy solution to realized as it may also impact the separate MAC modelling and the signalling configuration for each logical channel.
If separate bucket is chosen, PBR and BSD are setup to ensure the QoS of a bearer, the network should consider how to configure PBR1 and PBR2 for two logical channels of one bear, and the total PBR cannot exceed the QoS requirements. If  PBR1 and PBR2 are configured with the fixed value, the per-UE UL troughout may not be improved, because such case will result in that the token on one link exhausts but large data are still available on this link, and the token on another link remains more than sufficient. To configure more suitable value and get a good preformance, the interactions between two MAC entities may also be needed to adjust the configuration of PBR1 and PBR2. The coordination between the MeNB and the SeNB needs to be frequent. 
Based on the two cases shown above, neither the common buckest option nor the separate buckest option is simple. Compared to the common bucket option, the separate bucket is better, becaue the PBR coordination can be part of the UE capability coordination between the MeNB and the SeNB. 
Proposal 2: Separate bucket should be used for dual connectivity.
If separate bucket is agreed to be adopted for DC, each UE MAC entity is required to schedule independently, it is straightforward to consider that two independent logical channel prioritization (LCP) procedures for the two logical channels run in parallel.
Proposal 3: LCP procedure should be performed per MAC entity for dual connectivity.

According to Proposal 3, the mapping relationship between MAC and logical channel/LCG should be changed to per MAC entity, and each eNB will configure its own logical channel parameters in LogicalChannelConfig for each logical channel mapped/related to the eNB.

Proposal 4: Each eNB has its own LogicalChannelConfig for its logical channel.
3 Conclusion
According to the analysis in section 2, we have the following observations and proposals:
Proposal 1: For the logical channel of only DL split bearer on which only RLC STATUS PDUs are transmitted, the value of PBR is set to infinity.
Proposal 2: Separate bucket should be used for dual connectivity.
Proposal 3: LCP procedure should be performed per MAC entity for dual connectivity.

Proposal 4: Each eNB has its own LogicalChannelConfig for its logical channel.
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