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1 Introduction

This document analyses the alternative solutions to introduce improved support for Jumbo Frames in the LTE RLC protocol as outlined in [1]. Note that in this document the term Jumbo Frames is used to denote PDCP PDU’s which are larger than 2047 bytes in size, or equivalently PDCP SDU’s which are larger than 2045 bytes in size (considering the 2 byte PDCP header). 
The motive and benefits of introducing support for Jumbo frames is covered in detail in [1]. In summary:
•
TCP is more efficient when using Jumbo Frames: As an example, figure 6 in [4] shows a reduction in download time of more than 40% for a 1Mb file if MTU size is increased from 1500 to 9000 bytes and for smaller files the gain is even larger. See [4] for further details.
•
Jumbo Frames reduces the overhead of headers

•
Jumbo Frames results in fewer packets which means that there will overall be less CPU load needed for intermediate nodes

•
When using TCP with high data rate in DL there is a need for transmitting many TCP ACK’s in UL causing high UL load, but by using Jumbo Frames there will be less amount of UL ACK’s needed and hence lower UL load.
Jumbo Frames will consequently give significant improvements in capacity and throughput in an end-to-end network that has good support for Jumbo Frames.
However, while Jumbo frames provide advantages, there is also a bottleneck problem on RLC level due to so-called RLC window stall for PDCP PDU’s larger than 2047 bytes (see figure 1 from [1] below). This limitation is due to the fact that the current 11 bit RLC LI can only support concatenation of multiple PDCP PDU’s in one RLC PDU up to a PDCP PDU size of 2047 bytes and if the PDCP PDU’s are larger, then only one RLC SDU (PDCP PDU) can be sent in every RLC PDU leading to an RLC window stall problem. 
Figure 1:
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As shown in figure 1, there is a dramatic decrease of the maximum achievable data rate due to RLC window stall when increasing the size of a RLC SDU from 2047 bytes to 2048 bytes:
•
With RLC RTT = 30 ms: from about 4.4 Gbps down to about 0.3 Gbps

•
With RLC RTT = 20 ms: from about 6.4 Gbps down to about 0.4 Gbps
This document analyses the relative merits of two different alternatives to avoid this RLC window stall problem, the first being an extension of the RLC Length Indicator (LI) field and the second an extension of the RLC window size facilitated by an extension of the RLC Sequence Number (SN) space.
2 Discussion

2.1 Background and problem description
In [1], the problem posed by Jumbo Frames is outlined and the impact on throughput based on two different assumed RLC round trip times (RTT’s), namely 20 and 30 ms, is presented. However, for the purpose of comparing the relative merits of the different solutions only a single RLC RTT of 30 ms will be used for the comparison.
2.2 Alternative solutions
2.2.1 Extended RLC Length Indicator

Assuming that the RLC LI is increased to 13 bits, the throughput limit for larger than 2047 PDCP PDU’s as outlined in [1] can be avoided since in this case more than one PDCP PDU can be sent since the larger LI facilitates that multiple PDCP PDU’s can be concatenated in an RLC PDU and consequently sent in a MAC PDU. 
Note that once the limitation that only one PDCP PDU per Transport Block (TB) can be sent is removed by extending the LI field to 13 bits, the RLC throughput limit is only marginally affected by the PDCP PDU size since the throughput limit is then essentially set by the maximum TB size and that increasing the PDCP PDU size in this case simply reduces the number of PDCP PDU’s that need to be concatenated in an RLC PDU.
Consequently, increasing the RLC LI to 13 bits provides support for a peak data rate of approximately 4.45 Gbps for an RLC RTT of 30 ms irrespective of PDCP PDU size but larger Jumbo sized PDCP PDU´s sizes will as an added benefit significantly reduce the protocol overhead and processing load. In addition, the reverse link load will also be lowered due to the fewer number of TCP ACK’s that need to be sent.
2.2.2 Extended RLC Sequence Number Space

Another way to circumvent the single RLC SDU problem associated with PDCP PDU’s larger than 2047 bytes is to extend the RLC SN space. Again, assuming an RLC RTT of 30 ms and that this solution shall at least support the same throughput as the 13 bit RLC LI solution, i.e. approximately 4.45 mbps, then the RLC window size must be increased from the current 512 limit set by the 1024 RLC SN space since more than one RLC PDU needs to be sent per TB to compensate for the fact that there is no concatenation in this case.
Retaining the 11 bit LI, this means that the maximum PDCP PDU size which allows concatenation is 2047 and to reach the same TB size of 32767 bytes as in the 13 bit extended LI case, 16 PDCP PDU’s of size 2048 bytes, each carried within a separate RLC PDU, would need to be sent per TB. Consequently, in order to avoid RLC window stall, an RLC window size of 16 times larger than x 512  =  8192 would be needed to match the throughput provided by an LI extension to 13 bits for PDCP PDU’s slightly larger than 2047 bytes.

This in turn means that an RLC SN space of 2 x 8192 = 16384 is needed in order to retain an RLC window which is half the RLC SN space meaning that a 14 bit RLC SN needs to be provided in the RLC header in this case. Extending the RLC SN space will in addition require additional memory to handle the extended RLC window.
Further, this solution also requires that multiple RLC PDU’s with the same logical channel ID, i.e. multiple R/R/E/LCID/F/L MAC sub-headers with the same LCID field need to be transmitted in the same TB which as a consequence will increase the overhead on MAC level. While multiple MAC sub-headers is neither explicitly allowed nor forbidden in the RLC and MAC specifications [2] and [3] respectively, a common understanding and clarification in the standard is needed on this point.
Finally, it should be noted that for a given L1 bit rate, the extended SN solution will require larger status reports due to the larger number of RLC PDU's generated in this case, since a HARQ failure will result in many RLC PDUs which needs to be NACK:ed.

3 Comparison of alternatives
Both alternatives outlined above provide a solution to the current limitation in the RLC protocol resulting in RLC window stall for Jumbo Frames, i.e. RLC SDU's larger than 2047 bytes in size. Further, it should be noted that a handover from source to target eNB poses no problems for either solution since if the target eNB does not support the RLC functionality present in the source eNB, this will be reconfigured prior to the handover procedure.
Observation 1
Both the extended RLC SN and LI alternatives provide a solution to the problem posed by Jumbo Frames
Both extended LI and extended SN require an extra octet in RLC header. Further, when comparing that extended LI and extended SN solutions on RLC level, the increase in overhead is comparable since the extended LI solution will require an LI per RLC SDU (PDCP PDU) and the extended SN solution will require an extra RLC header per RLC SDU (PDCP PDU) for frames larger than 2047 bytes. However, the extended SN solution requires more total protocol overhead since the MAC overhead will increase substantially due to the larger number of R/R/E/LCID/F/L MAC sub-headers needed to support the increased number of MAC SDU’S (RLC PDU’s from same logical channel) that need to be carried within a TB in this case.

Observation  2
The extended RLC LI solution requires less total combined RLC and MAC overhead 
In addition, the extended SN solution may require new RLC behaviour since multiple RLC PDU’s from the same logical channel would need to be processed per TB whereas the current protocol targets to compile and receive only one RLC PDU per TB:

1. From R2-111352, Limitation of Sequence Numbers and Length Fields in LTE Rel-10: “Having multiple MAC SDUs per MAC PDU would lead to multiple RLC PDUs as well. However, it is generally understood that the intention of the MAC/RLC protocols has been to have only one new RLC PDU per TB [3].” where reference is: “R2-075189, Minutes of the RAN2#59bis TSG-RAN WG2 meeting, Shanghai, October 2007.”
2. From R2-074536, LTE User Plane session report Rel-8: "MAC protocol should be optimised for only having 1 new RLC PDU per TB"
Observation 3
The extended RLC SN solution requires that multiple RLC PDU’s are compiled and sent per TB which is not legacy behaviour. Consequently, if this solution is adopted, an agreement and clarification that this is allowed and new RAN 5 testcases may be needed.

For a given L1 bit rate, the extended SN solution will require larger status reports to convey NACK information due to the larger number of RLC PDU's generated in this case.
Observation 4
For a given L1 bit rate, the extended SN solution will require larger status reports to convey NACK information due to the larger number of RLC PDU's generated in this case
Finally, the processing load for both the receiving and transmitting entities should be lower for the extended LI solution due to the lower number of RLC PDU’s that need to be processed in this case.

Observation 5
The extended RLC LI solution is less processing intensive for both transmitting and receiving entity

4 Conclusions and Proposals
Observation 1
Both the extended RLC SN and LI alternatives provide a solution to the problem posed by Jumbo Frames
Observation  2
The extended RLC LI solution requires less total combined RLC and MAC overhead 
Observation 3
The extended RLC SN solution requires that multiple RLC PDU’s are compiled and sent per TB which is not legacy behaviour. Consequently, if this solution is adopted, an agreement and clarification that this is allowed is needed.
Observation 4
For a given L1 bit rate, the extended SN solution will require larger status reports due to the larger number of RLC PDU's generated in this case

Observation 5
The extended RLC LI solution is less processing intensive for both transmitting and receiving entity


Comparing the relative merits of both solutions as outlined above we propose the following:
Proposal 1
Update the RLC protocol to support an RLC LI field length of 13 bits.

See related CR’s for TS 36.331 [5], TS 36.322 [6] and TS 36.306 [7] listed below.
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		JumboFrame size (Kbytes)		Number of RLC SDUs per RLC PDU		RTT (ms)		Number of RLC PDUs per subframe		RLC Throughput,
RLC RTT = 30 ms		TCP RTT (ms)		Max TCP Throughput (Mbps)		Current L1 limit Throughput  (UE category =8)

		2		16		30		17		4352		150		236		3000

		2.1		1		30		17		285.6		150		248		3000

		3		1		30		17		408		150		354		3000

		4		1		30		17		544		150		472		3000

		5		1		30		17		680		150		590		3000

		6		1		30		17		816		150		708		3000

		7		1		30		17		952		150		826		3000

		8		1		30		17		1088		150		944		3000

										RLC Throughput,
RLC RTT = 20 ms

		2		16		20		25		6400		80		443

		2.1		1		20		25		420		80		465

		3		1		20		25		600		80		664

		4		1		20		25		800		80		885

		5		1		20		25		1000		80		1107

		6		1		20		25		1200		80		1328

		7		1		20		25		1400		80		1550

		8		1		20		25		1600		80		1771

		Max size of MAC SDU:						32767

		TCP loss rate:						0.000010%
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